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We propose a theory which predicts that an increase in an actor’s relative power reduces the actor’s rewards in high mutual dependence dyads. Our argument is based on the premise that higher relative power gives the more powerful actor a greater share of surplus, but it also reduces dyadic exchange frequency, which lowers the expected magnitude of that surplus. As mutual dependence increases, fairness issues associated with power imbalances reduce exchange frequency and expected surplus at an increasingly higher rate. Thus, at a certain level of mutual dependence, the more powerful actor obtains a greater share of a much smaller exchange surplus leading him or her to be worse off than he would be in an equal-power dyad. We support this prediction with data on profit rates in American industries from 1977 through 1992.

Introduction

Research in social exchange theory has long been concerned with the theoretical link between power capability and inequality in rewards (Cook, Emerson and Gillmore 1983; Marsden 1983; Yamagishi, Gillmore and Cook 1988; Coleman 1990; Friedkin 1995). Perhaps the most basic finding in this stream of literature is that, following an increase in power capability, the power-advantaged actor will be better off by virtue of receiving a greater proportion of benefits from the exchange. However, the causal link between greater power capability and greater rewards holds only if the acquisition of power does not decrease the magnitude of rewards available in the exchange. If, under certain conditions, the acquisition of power capability were to substantially reduce the magnitude of rewards available, the power-advantaged actor would obtain a greater share of a smaller pool of rewards instead of a smaller share of a larger one. If the reduction in the pool of available rewards is substantial enough, the increase in power capability can make the power-advantaged worse off. This article identifies one important condition under which this is likely to occur.

We develop our argument within the power-dependence framework (Emerson 1962) which characterizes power capabilities in terms of relative power and total power. Relative power captures the difference in power capability between actors in a dyad (Lawler 1992; Lawler and Yoon 1996). Total power captures the actors’ mutual dependence on each other – the extent to which the dyad as a
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whole will be better off if the actors exchange with each other rather than with their alternatives (Bacharach and Lawler 1981; Molm 1987, 1990).

Our argument stems from the notion that an increase in relative power has two opposing effects. On the one hand, it allows the power-advantaged actor to obtain a greater share of the rewards from the exchange than he would in an equal-power exchange. On the other hand, the increase in relative power introduces issues of fairness and legitimacy that reduce the frequency of exchange between the actors. This reduction in exchange frequency in turn decreases the expected magnitude of exchange rewards available to the power-imbalanced dyad as compared to a power-balanced one. Under conditions of high total power, power inequalities complicate the bargaining agenda even further, such that an equivalent increase in relative power leads to a greater decline in the frequency of exchange (Lawler and Bacharach 1987; Lawler and Yoon 1993, 1996). Thus, as relative power increases, the expected magnitude of rewards available to the dyad becomes smaller at a faster rate in a high-total-power exchange than in a low-total-power one. At a certain level of total power, the reduction in the magnitude of exchange rewards will be so large that even though the power-advantaged actor obtains a greater share of exchange benefits, he will be worse off than if he received a smaller share of a greater pool of resources in equal-power exchanges.

We support our predictions with data from a study of industry profit rates in the American economy in the period 1977-1992. With this choice of setting, the paper departs from most empirical research in social exchange theory, which has traditionally hinged on experimental studies of individuals or small groups. An important difference between these studies and ours is that we draw on advances in network theory, particularly on the notion of constraint (Burt 1982) to construct the measures of relative power and total power. Cook and Whitmeyer (1992) argued that social exchange theory and network theory are generally compatible approaches to mapping social structures and understanding their effects. Nonetheless, these theoretical traditions are still developing largely in isolation from one another. By providing a model of profit differences derived from social exchange theory and implementing it using advances in network theory, we hope to show how the two approaches complement each other and to contribute to their integration. Testing our propositions in the context of economic exchanges outside the laboratory also offers the benefit of exploring the micro-to-macro generalizability of exchange theoretic explanations of inequality.

**Theory**

**Exchange Structure**

We implement the power-dependence model in the context of an exchange in which actors \(i\) and \(j\) bargain over a fixed set of rewards, \(r\). Both actors have outside options given by \(a_i\) and \(a_j\), respectively. The sum of these outside options is lower than the total amount of benefits available from the focal exchange. Relative power is determined by the ratio of the outside options which actors \(i\) and \(j\) receive if they fail to conclude the exchange with each other \((a_i/a_j)\). Thus, if
actors have equal outside options, as illustrated in Configuration 1 in Figure 1, relative power in this dyad is balanced. However, if the more powerful actor’s outside option is 1.5 times the value of the outside option of the less powerful actor, as illustrated in Configuration 2 in Figure 1, relative power is imbalanced by a factor of 1.5.

The values of the outside options not only determine \( i \)'s and \( j \)'s profits if they fail to exchange with each other, but also have a direct effect on the distribution of rewards if \( i \) and \( j \) do exchange with each other. This is because, when actors \( i \) and \( j \) bargain over the distribution of rewards, they both have to receive at least the value of their outside option in order to have the incentive to participate in the exchange. Subsequently, \( i \) and \( j \) bargain over the distribution of the remaining benefits from the exchange – the exchange surplus, \( s \), defined as \( r - a_i - a_j \). If actors agree on the distribution of the exchange surplus and exchange with each other, they will be jointly better off by the value of the exchange surplus. The concept of total power, defined as \( s / (a_i + a_j) \), captures the extent to which actors will be better off by exchanging with each other rather than with their alternatives.

To illustrate this concept, consider Configuration 1 again, assuming that the actors bargain over 240 units of profit. In order for actors \( i \) and \( j \) to have the incentive to participate in the exchange, both actors must receive 80 units of profit each. This leaves 240 - 80 - 80 = 80 units of profit to distribute between them through bargaining. Because the value of surplus is 80 units over and above the 160 units received from the outside options, the total power in this dyad is .5. In contrast, if the outside options for both actors are only 60 units of profit, as illustrated in Configuration 3, the actors will distribute 240 - 60 - 60 = 120 units

<table>
<thead>
<tr>
<th></th>
<th>Low total power (.5)</th>
<th>High total power (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Relative power balanced (1)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 80 \leftrightarrow i \leftrightarrow 80 \leftrightarrow j \leftrightarrow 80 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 96 \leftrightarrow i \leftrightarrow 80 \leftrightarrow j \leftrightarrow 64 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relative power imbalanced (1.5)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 60 \leftrightarrow i \leftrightarrow 120 \leftrightarrow j \leftrightarrow 60 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 72 \leftrightarrow i \leftrightarrow 120 \leftrightarrow j \leftrightarrow 48 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In all configurations actors bargain over 240 units of profit.
of exchange surplus through bargaining. Because the surplus in this case is 120 units of profit over and above the 120 units they jointly receive from their outside options, the total power in this dyad is 1.

Relative and total power can vary independently of each other. Two dyads can have equal total power, but differ in their relative power, as illustrated in Configurations 3 and 4 in Figure 1. Similarly, two dyads can have equal relative power, but differ in their total power, as illustrated in Configurations 2 and 4 in Figure 1.

Profit Rates

The concepts of relative power and total power allow us to draw a conceptual distinction between the rewards that \( i \) and \( j \) receive with certainty and those that they receive only when they exchange with each other rather than with their alternatives. Because actors obtain the value of their outside options if they agree to exchange with each other, but also when they do not, relative power characterizes rewards that actors \( i \) and \( j \) are certain to obtain. Total power characterizes the exchange surplus that the actors can receive over and above their outside options. This surplus can be obtained only if the actors agree to exchange with each other.

Thus, if the two actors agree to exchange with each other with frequency \( f \), the expected surplus from exchanges between \( i \) and \( j \) is given by \( f \cdot s \). If actor \( i \) receives a proportion of the expected surplus given by \( p \), then the expected surplus that accrues to actor \( i \) is given by \( p \cdot f \cdot s \). The expected surplus that accrues to \( j \) is \((1-p) \cdot f \cdot s \). As the total profit accruing to each actor is composed of (a) the outside option that the actor receives regardless of whether the exchange between \( i \) and \( j \) occurs and (b) the share of expected surplus, then profits for actors \( i \) and \( j \) are given by:

\[
\pi_i = a_i + p \cdot f \cdot s \\
\pi_j = a_j + (1-p) \cdot f \cdot s
\]

Exchange Frequency

The profit equations contain two unknown variables, the exchange frequency and the proportions of expected surplus that accrue to the actors. One of the fundamental insights of social exchange theory is that relative power and total power determine the dynamics of bargaining between actors \( i \) and \( j \). These dynamics allow us to predict both the frequency with which actors \( i \) and \( j \) agree to exchange with each other and the division of the surplus between the actors, should they agree to exchange. As a consequence, we can derive predictions regarding the relative magnitudes of the actors’ rewards under different configurations of relative and total power.

Dyads characterized by high total power are likely to exchange more frequently than those characterized by low total power (Granovetter 1985; Uzzi 1996). This
is because, in high-total-power dyads, actors can gain much more profit by exchanging with each other than with their next best alternatives (Lawler and Yoon 1993, 1996). On the other hand, actors in power-imbalanced dyads will exchange with each other less frequently than those in dyads in which relative power is balanced. Two mechanisms are responsible for this effect. First, in order to obtain a greater share of rewards from the exchange, the more powerful actor will withhold the exchange from the less powerful actor (Bacharach and Lawler 1981; Hegtvedt and Cook 1987; Skvoretz and Willer 1993). Second, when relative power is imbalanced, issues of legitimacy and fairness concerning the distribution of rewards from the exchange emerge (Lawler and Yoon 1996). Specifically, the less powerful actor may threaten not to enter into an exchange in order to force the more powerful actor to agree on a more equitable distribution of surplus, while the more powerful actor may seek to resist such threats. As a consequence, both the more powerful and the less powerful actors engage in a higher frequency of confrontational behaviors, such as the tendency to make more demands of, make fewer concessions to, and use coercive tactics against, the potential exchange partner. Together, such confrontational behaviors reduce exchange frequency, which consequently reduces the expected surplus.

The higher incidence of exchange failures in power-imbalanced dyads has been documented in diverse settings and across levels of analysis. Social exchange studies of dyadic exchanges provide support for such detrimental outcomes in experimental settings (Lawler and Bacharach 1987; Lawler and Yoon 1993, 1996). Similar results have been obtained when individuals operated in experimental groups, where power imbalance has been shown to induce behaviors that decrease the size of exchange surplus and produce significantly lower individual and group outcomes (Mannix and White 1992; Mannix 1993). The mechanisms that lead to lower exchange frequency in experimental settings have also been documented outside the laboratory. For example, Ebenbach and Keltner (1998) have shown that the tendency of the power-advantaged party to display lower judgmental accuracy about the exchange counterpart also occurs in natural settings. In organizational settings, power imbalance has also been shown to lead to less frequent exchange. For example, McAlister, Bazerman and Fader (1986) document this phenomenon in negotiations between suppliers and distributors in marketing channels. Finally, power imbalance has been shown to trigger behaviors that decrease firm performance, including slow growth and low profitability (Eisenhardt and Bourgeois 1999).

The extent to which issues of legitimacy and fairness emerge in the exchange critically depends on the total power in the dyad. Under conditions of low total power, actors bargain over a small exchange surplus. Thus, the distribution of the surplus has a minor impact on the realized profit of the actors, who are therefore unlikely to question the legitimacy of surplus division. Also, under these conditions, any attempts by the power-disadvantaged actor to threaten the power-advantaged with withdrawal from the exchange are unlikely to have an effect because the more powerful actor has a very attractive outside option and can use it at very low cost. Thus, under conditions of low total power, the effect of power imbalance on exchange frequency should be relatively weak.
contrast, when total power is high, actors bargain over a significant exchange surplus, and therefore the agreement over the distribution of the surplus has great impact on the actors’ realized profit. This is particularly important for the less powerful actor, whose threats to withhold the exchange are more likely to be effective under conditions of high total power. Under these circumstances, a failure to exchange would be costly to the power-advantaged actor. Although withholding the exchange is even more costly to the power-disadvantaged actor, doing so signals the less powerful actor’s determination to impose costs on the more powerful actor in order to get a more equal distribution of the rewards (Lawler and Bacharach 1987). For these reasons, an increase in relative power has a larger negative impact on exchange frequency under conditions of high total power than under conditions of low total power.

The foregoing discussion suggests three main relationships linking relative power and total power to the frequency of exchange between actors i and j. We summarize these relationships in Figure 2, using hypothetical exchange frequencies consistent with the theoretical model advanced here. First, actors in high-total-power dyads will exchange more frequently than actors in low-total-power dyads. This implies that actors in Configuration 3 will exchange more frequently than actors in Configuration 1, and actors in Configuration 4 will exchange more frequently than actors in Configuration 2. Second, actors in power-imbalanced dyads exchange less frequently than actors in power-balanced dyads. Thus, actors in Configuration 1 will exchange more frequently than actors in Configuration 2, and actors in Configuration 3 will exchange more frequently than actors in Configuration 4. Third, the negative effect of an increase in relative power on the frequency of exchange will be much higher for dyads with high total power than for those with low total power. Thus, the difference
in the frequency of exchange between Configuration 4 and Configuration 3 is greater than the difference in the frequency of exchange between Configuration 2 and Configuration 1.

**Expected Surplus**

The differences in the frequency of exchange across the four different conditions have important implications for the expected value of surplus that the actors realize from the exchange. Consider, for example, a power-balanced and a power-imbalanced dyad with the same total power. If actors in the unequal-power dyad are less likely to exchange with each other, the expected surplus in the dyad will be lower than in the power-balanced dyad. Thus, even though the potential to obtain surplus from the exchange is the same in both dyads, the expected surplus will be different due to the different frequencies with which the actors exchange. For example, in Configuration 1 in Figure 2, where the surplus is 80 units of profit, and the actors exchange with a hypothetical frequency of .5, the expected surplus is 40. In Configuration 2, where actors also obtain 80 units of profit over and above their outside options for every completed exchange, but exchange with a hypothetical frequency of 0.3, the expected surplus is only 24. The change in relative power has, therefore, decreased the expected surplus by 16.

Furthermore, the magnitude of the difference in expected surplus between a power-balanced and power-imbalanced dyad increases with total power. This is a direct consequence of our assertion that an increase in relative power under conditions of high total power should lead to a greater decrease in the frequency of exchange than under conditions of low total power. For example, in Configuration 3, actors obtain 120 units of surplus for every completed exchange and exchange with frequency 0.95, so the expected surplus is 114. In Configuration 4, where actors exchange with frequency 0.6, the expected surplus is 72. In this case, the change in relative power has decreased the expected surplus by 42. This decline in expected surplus is much larger than the decline that would occur under conditions of low total power. Thus,

Hypothesis 1: *In an exchange dyad, an increase in relative power leads to a greater reduction in the magnitude of expected surplus under conditions of high total power than under conditions of low total power.*

**Surplus Distribution**

The expected surplus from the exchange is the amount that actors are likely to obtain jointly over and above the sum of the outside options. To determine how different levels of relative and total power affect actors’ total rewards, we need to examine how this surplus is divided between the exchange partners. Sociological research has provided a number of theories that predict the allocation of exchange surplus. The most prominent among these are equidependence theory (Cook and Yamagishi 1992) and exchange resistance theory (Skvoretz and Willer 1993; Lovaglia, Skvoretz, Willer and Markovsky 1995). Both trace their roots
to equiresistance theory (Willer 1981; Heckathorn 1983), which assumes that negotiating actors have profit expectations, termed best hope outcomes. Actors will never resist exchanges in which they obtain their best hope outcome. They will be increasingly resistant to lower profits from the exchange, with the value of the next best alternative exchange moderating that resistance. The theory predicts that actors will divide the surplus at the point where they are equally resistant to the exchange.

Beyond these similarities, equidependence theory and exchange resistance theory make different assumptions on how best hope outcomes are determined, which in turn leads them to make different predictions regarding surplus allocation. Equidependence theory (Cook and Yamagishi 1992) assumes that both actors’ best hope outcomes are always equal. Given this assumption, the theory predicts that, in exchanging with each other, the actors always get the value of their outside option and then split the surplus in half, independently of their relative power. In contrast, exchange resistance theory suggests that actors’ best hopes are related to the dyad’s power configuration (Skvoretz and Willer 1993; Lovaglia, Skvoretz, Willer and Markovsky 1995). Underlying this claim is an argument that the experience of exclusion is likely to reduce the less powerful actor’s best hope, because “the only course of action sure to get excluded actors ‘back in the game’ is raising their offers in hopes of providing partners with their best offers.” (Thye, Lovaglia and Markovsky 1997:1036) Consequently, the less powerful actor is more willing to offer the more powerful actor a greater share of the surplus. The existing evidence supports the prediction of exchange resistance theory (Skvoretz and Willer 1993), while equidependence theory has received only limited empirical support. If we follow the predictions of exchange resistance theory, then actors should split the exchange surplus equally, when relative power in the dyad is balanced. However, in power-imbalanced dyads, the less powerful actor should develop lower aspirations with regard to surplus distribution, which would allow the more powerful actor to receive a greater share of the exchange surplus.¹

Total power, unlike relative power, does not have a direct effect on the distribution of rewards. However, as implied by our earlier argument, total power reduces the extent to which relative power leads to unequal rewards in the dyad. This is because total power allows the less powerful actor to withhold the exchange to counteract the claims of the more powerful actor. Under conditions of low total power, such a threat is unlikely to have an effect. However, when total power is high, the less powerful actor’s threat to withhold the exchange is more likely to be effective, because a failure to exchange would be costly to the power-advantaged actor. Because the less powerful actor can now impose significant costs on the more powerful actor, the less powerful actor does not scale back its best-hope outcome. Thus, if the actors manage to come to an agreement, the more powerful actor will not receive as great a proportion of the rewards from the exchange under conditions of high total power as he would under conditions of low total power. Hence,

Hypothesis 2: In an exchange dyad, an increase in relative power yields a smaller increase in the share of expected surplus for the more powerful actor under conditions of high total power than under conditions of low total power.

¹
When More Power Makes Actors Worse Off

The foregoing discussion suggests that relative power has three effects on the rewards that accrue to the more powerful actor. First, the more powerful actor receives a higher outside option than he would in a power-balanced dyad. Second, the magnitude of expected surplus available to the actors in the dyad declines as compared to a power-balanced dyad. Third, the more powerful actor receives a greater share of the expected surplus than he would in a power-balanced dyad. To the extent that the higher outside option and the greater share of surplus acquired are sufficiently large to offset the negative effects of reduced surplus, the more powerful actor will be better off than he would be in a power-balanced dyad.2 This is illustrated in Figure 3 by a shift from Configuration 1 to Configuration 2, where we assume that the surplus is allocated in proportion to relative power.

However, under conditions of high total power, increases in relative power are less likely to result in this outcome. Two factors are responsible for this. First, an increase in relative power under conditions of high total power leads to a much larger decline in expected surplus. Second, increases in relative power lead to a smaller increase in the share of exchange surplus when total power is high. Thus, at a certain level of total power, the greater share of surplus acquired will be too small to offset the negative effects of reduced surplus, and the more powerful actor will be worse off than he would be in a power-balanced dyad. This is illustrated by a shift from Configuration 3 to Configuration 4 in Figure 3, which assumes that the expected surplus is distributed more equitably than suggested by relative power.3

---

**Figure 3. Relative Power and Total Power: Expected Rewards**

<table>
<thead>
<tr>
<th>Relative power balanced (1)</th>
<th>Low total power (.5)</th>
<th>High total power (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80 ↔ i ← 80 ↔ j ← 80</td>
<td>+ 20 ← 40 ← 20</td>
<td>+ 60 ↔ i ← 120 ↔ j ← 60</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>117</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relative power imbalanced (1.5)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>96 ↔ i ← 80 ↔ j ← 64</td>
<td>+ 16 ← 24 ← 33</td>
<td>+ 72 ↔ i ← 120 ↔ j ← 48</td>
</tr>
<tr>
<td>112</td>
<td></td>
<td>115.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relative power imbalanced (1.5)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72 ↔ i ← 120 ↔ j ← 48</td>
<td>+ 43.2 ← 72 ← 28.8</td>
<td>+ 76.8</td>
</tr>
</tbody>
</table>
Method

Setting

We have developed theoretical predictions linking relative power and total power to expected rewards for a dyad. Such predictions are usually tested in laboratory experiments where the experimenter can manipulate relative and total power by setting the pool of rewards and the actors’ outside options (Lawler and Yoon 1996). Experimental subjects, usually college students, are then allocated to different dyads and asked to bargain with others (Molm 1987). The rewards accruing to every subject are recorded and then averaged over all subjects in a particular dyad type. These averages are then compared across different types of dyads to test hypotheses linking structural positions to earnings (Skvoretz and Willer 1993).

We depart from the traditional approach and test our hypotheses using non-experimental data on profits from economic exchanges of goods and services between businesses in the American economy. Despite the difference in research setting, the dyadic power-dependence framework we adopt here can be fruitfully applied in this context. Consider, for example, economic exchanges of goods and services between two business units in different industries. If we know how much the two businesses bargain over and what their outside options are, it is possible to characterize their dyadic relationship in terms of relative power and total power. By comparing the average profits obtained in dyads characterized by a particular combination of relative power and total power to the average profits realized in dyads characterized by a different combination of these variables, we could test the hypotheses put forward in this paper. However, as evidenced by the dearth of non-experimental studies in power-dependence tradition, specifying the reward pool and actors’ outside options necessary to construct measures of relative power and total power among businesses in an economic system is very arduous. To solve this problem, we draw on existing network theory and derive proxies for the ratio of the reward pool to the dependent business unit’s outside option. This ratio captures the dependence of one business unit on another and can be used to construct measures of relative power and total power for a dyad of business units.

Dependence

Existing network theory suggests that in a dyadic relationship between a business unit in industry $i$ and a business unit in industry $j$, the outside option of the business unit in industry $i$ will be comparatively less attractive than the reward pool when two conditions are simultaneously met: (a) industry $j$ is dominated by a few large business units and (b) the business unit in industry $i$ has to sell predominantly to industry $j$ (Burt 1982). These conditions correspond to the value of the outcomes or rewards controlled by actor $i$ and the availability of outcomes or rewards from $j$’s alternative sources, which, in Emerson’s power-dependence framework, define the power capability of actor $i$ in relation to actor $j$. 
To formalize this notion, we adopt Burt’s (1980) seminal approach to capturing business unit dependence using the input-output representation of an economy (Leontief 1966). This representation depicts the total dollar value of goods sold by industry $i$ to industry $j$ in one year ($z_{ij}$). Business units in industry $i$ will be constrained in their exchange with business units in industry $j$ if a large proportion of their sales or purchases needs to occur with that industry. Formally, this dependence on purchases, $p_{ij}$, and dependence on sales, $s_{ij}$, is:

$$ p_{ij} = \left( \frac{z_{ji}}{\sum_q z_{qi}} \right) \quad \text{and} \quad s_{ij} = \left( \frac{z_{ij}}{\sum_q z_{iq}} \right) $$

To incorporate the second factor – the scarcity of alternative exchange partners in industry $j$ – we also follow Burt (1980) and use a measure of oligopoly in industry $j$, given by $O_j$. Because a business unit’s outside option is significantly lower when a business unit has to exchange mostly with one industry and that industry has only a few exchange partners, we multiply the measures of purchase and sale dependence by the measure of oligopoly. Thus, our measure of the dependence of a business unit in industry $i$ on a business unit in industry $j$, is:

$$ d_{i\rightarrow j} = C_{j\rightarrow i} = \left( p_{ij}^2 + s_{ij}^2 \right) O_j $$

Relative Power and Total Power

The measure of dependence provides us with a proxy for the magnitude of outside options of business unit $i$ relative to the reward pool in any dyadic relation between business units in industry $i$ and business units in industry $j$. An equivalent measure can be developed as a proxy for the relative magnitude of outside options for business units in industry $j$. Joint consideration of these measures allows us to characterize any dyad of business units in industries $i$ and $j$ in terms of relative power and total power. For example, an exchange relationship between a business unit in the forestry products industry and a business unit in the wood products industry, shown in Figure 4, illustrates a power-imbalanced relationship. In this relationship, the business unit in the wood products industry is power advantaged, as the constraint that this business unit puts on the forestry unit is much larger than the constraint that the forestry unit puts on the wood products business unit.

The two measures of dependence can also be used to capture total power between any two business units (Mizruchi 1992). In our context, high total power can be exemplified by an exchange relationship between a business unit in the paper industry and a business unit in a paperboard industry, illustrated in Figure 5. In this relationship, relative power is balanced, but both business units significantly constrain each other. Certain exchanges between business units in the American economy will be characterized by both relative power and high levels of total power. This is the case, for example, in the relationship between automobile producers and car chassis manufacturers, with automobile producers...
being substantially more powerful actors in the exchange. The same applies to
the exchange relationship between business units in the apparel industry and
business units in the fabric manufacturing industry, with business units in the
apparel industry wielding more power.

**Dependent Variable**

In choosing our dependent variable, we follow Burt’s (1982) classic analysis
of the structural determinants of the average profitability of business units in
American industries. Burt used the price-cost margin – defined as the ratio of
the net income of business units in the industry to the value of sales of the
business units in the industry – to measure the differences in average profitability
across business units. The net income is defined as the difference between the
value of sales of all business units in an industry and the sum of all production
costs including labor, materials, supplies, fuel, electric energy, cost of resales,
and contract work done by others (Collins and Preston 1968). Thus, the price
cost margin is:

\[
pcm_i = \frac{Net\ Income_i}{Sales_i}
\]

The use of this dependent variable to test our hypotheses presents three
potential problems. First, the measure of price-cost margin obscures important
differences in profitability within a particular industry. Although these differences
are interesting, we cannot shed light on them as our measures of dependence capture the minimal level of dependence common to all business units in the industry. Consequently, the focus on the average industry price-cost margin is more appropriate. This approach is also consistent with previous studies that have tested power dependence theories in the lab. These studies usually assign subjects to a number of dyads characterized by the same levels of relative power and total power. Subsequently, they examine rewards obtained by the actors averaged across all the dyads of the same characteristics and ignoring between-dyad differences. In our case, all dyads of business units in two different industries are characterized by the same levels of relative power and total power. Much like the lab studies, we then examine rewards obtained by the business units averaged across all the dyads of the same characteristics and ignoring between-dyad differences.

Second, the price-cost margin does not capture the average profits of business units in industry $i$ realized in exchanges with business units in industry $j$. Instead, the measure captures the weighted average of profits that business units in industry $i$ realized in exchanges with all industries with which industry $i$ exchanges. The weights are given by the percentage of inputs and outputs exchanged between business units in industry $i$ and every other industry. Consequently, there is a mismatch between the dependent variable (defined at the level of business units in a particular industry) and the measures of relative power and total power (defined at the level of business units in two industries). Prior research has addressed this problem by adding the dyadic dependence scores across all relations in which an actor is involved to derive a summary measure for that actor which can then be compared to the profitability measure (Burt 1982). Following the same approach, we add the dyadic relative power and total power scores across all industries with which business units in industry $i$ exchange to construct a measure of relative power and total power for business units in industry $i$.

However, this approach ignores hierarchy (Burt 1992:70-71): the distribution of relative power and total power across the dyadic relationships. Hierarchy implies that a business unit facing, say, a total power of 0.2 in two separate transactions is assumed to experience the same effect of total power as a business unit facing total power of 0.4 in a single transaction. Although we cannot directly test this assumption, we test it indirectly with analyses of a sub-sample of industries in which business units face most of their relative power or total power in one or two exchanges. In these cases, the measures of relative power and total power approximate dyadic measures. Thus, the observed profit rates can be more clearly attributed to specific dyadic exchanges. If the results from the analysis using the restricted sample mirror those from the entire sample, we can be more confident that the use of the weighted average of profits of business units in industry $i$ realized in exchanges with all industries with which industry $i$ exchanges does not pose significant problems.

The final issue arises because our dependent variable cannot distinguish directly between changes in the expected surplus and changes in the proportion of that surplus that accrues to each actor. Consequently, we cannot examine
directly whether dyadic exchange frequency and surplus allocation change with relative power and total power as suggested by our hypotheses. However, because exchange frequencies and surplus allocations manifest themselves directly in profit rates, it is possible to recover these relationships using an econometric model which uses only profit data as the dependent variable. To do so, we rely on our earlier discussion suggesting that an increase in relative power has two effects: (a) it reduces the frequency of exchange between actors \(i\) and \(j\) and (b) it allows the more powerful actor to obtain a greater share of the benefits. Reducing exchange frequency affects both actors in the same way, by reducing the amount of surplus available from the exchange. Thus, starting from the baseline condition in which both actors are equally powerful and receive the same amount of surplus, a reduction in expected surplus will reduce both actors’ surplus equally. On the other hand, the more powerful actor obtains a greater share of surplus in the exchanges that actually occur. Here, the gains of the more powerful actor are exactly the losses of the less powerful actor. 6

To capture the changes in exchange surplus, we use a power imbalance variable, defined as the absolute value of relative power. As the value of this variable is the same for both actors in a dyad, regardless of who holds the power in the relationship, the measure of power imbalance is ideally suited to capture the extent of the identical losses of exchange surplus of both actors. On the other hand, an increase in relative power imposes symmetrical, but opposite effects on the actors’ abilities to appropriate the exchange surplus. Thus, the relative power variable captures the differential ability to capture surplus.

To test our two hypotheses, we interact each of the two variables, power imbalance and relative power, with total power. Thus, the final model we estimate is:

\[
\pi_i = \beta_1 \text{Relative Power}_i + \beta_2 \text{Total Power}_i + \beta_3 \text{Power Imbalance}_i + \\
+ \beta_4 \text{Power Imbalance}_i \times \text{Total Power}_i + \beta_5 \text{Relative Power}_i \times \text{Total Power}_i
\]

In Hypothesis 1, we predict that the presence of power inequalities under conditions of high total power leads to increasingly larger reductions in expected surplus. Thus, we expect that an increase in power imbalance under conditions of high total power will have a greater negative effect on price-cost margins (\(\beta_4 < 0\)). In Hypothesis 2, we predict that, under conditions of high total power, the effect of relative power on the power-holder’s ability to appropriate the exchange surplus will be weaker. Consequently, we expect that an increase in relative power under conditions of high total power will have a smaller effect on profit (\(\beta_5 < 0\)).

Data and Variables

The data for the analysis come from the Survey of Current Business published by the U.S. Department of Commerce. We construct the dependent variable, price-cost margin, for 77 industries in 1977, 1982, 1987 and 1992. To ensure the normality of the dependent variable, we use the log of the price-cost margin in our regressions (also see Burt 1982). 7

To construct the independent variables, we convert the total dollar values of flows between industries into proportions of sales and purchases of all dyads of
industries. We use these proportions, together with the four-firm concentration ratios in industry $j$, as the measure of $O$ to construct Burt’s measure of the dependence of business units in industry $i$ on business units in industry $j$. The concentration data are not published for input-output table markets and they are not available from a single source. To ensure consistency with Burt’s (1982) analyses on constraint relations, we use the concentration data compiled by Burt.

We then convert the directional measures of dependence into dyadic measures of relative and total power. To construct the measure of relative power of business units in industry $j$ over business units in industry $i$, we take the log of the ratio of the dependence of business units in industry $i$ on business units in industry $j$ and the dependence of business units in industry $j$ on business units in industry $i$. The measure of power imbalance is the absolute value of the relative power measure. To construct the measure of the total power of business units in industries $i$ and $j$, we take the log of the product of the dependence of business units in industry $i$ on business units in industry $j$ and the dependence of business units in industry $j$ on business units in industry $i$.

\[
\text{Relative Power}_{i\rightarrow j} = \log \left( \frac{C_{i\rightarrow j}}{C_{j\rightarrow i}} \right)
\]

\[
\text{Power Imbalance}_{i\leftrightarrow j} = \left| \text{Relative Power}_{i\rightarrow j} \right|
\]

\[
\text{Total Power}_{i\leftrightarrow j} = \log \left( C_{i\rightarrow j} \ast C_{j\rightarrow i} \right)
\]

Finally, since business units are involved in multiple dyadic exchanges, we follow the assumption used by Burt (1982) and sum the measures of relative power, power imbalance, and total power across all the dyadic exchanges in which business units in a particular industry are involved. We also construct two interactions: one between total power and relative power and one between total power and power imbalance. Thus, the final measures used in the analysis are defined as follows:

\[
\text{Relative Power}_i = \sum_j \left( \text{Relative Power}_{i\rightarrow j} \right)
\]
\[
\text{Power Imbalance}_i = \sum_j \left( \text{Power Imbalance}_{i\leftrightarrow j} \right)
\]
\[
\text{Total Power}_i = \sum_j \left( \text{Total Power}_{i\leftrightarrow j} \right)
\]
\[
\text{Relative Power}_i \ast \text{Total Power}_i = \sum_j \left( \text{Relative Power}_{i\rightarrow j} \ast \text{Total Power}_{i\leftrightarrow j} \right)
\]
\[
\text{Power Imbalance}_i \ast \text{Total Power}_i = \sum_j \left( \text{Power Imbalance}_{i\leftrightarrow j} \ast \text{Total Power}_{i\leftrightarrow j} \right)
\]
Consistent with Burt (1980, 1982, 1992), we also introduce three control variables: a dummy variable for non-manufacturing industries, the concentration ratio in industry $i$, and the percentage of imports in the industry’s total sales. Table 1 provides summary statistics and correlations for all variables used in the models.

Results

Table 2 summarizes the findings of regressions with robust standard errors with industry $i$’s price-cost margin as the dependent variable. Model I is the baseline model with three control variables and relative power. Consistent with Burt’s results (Burt 1982), the control variables are statistically significant and in the expected direction. Industries with a low concentration ratio suffer lower profits, non-manufacturing industries enjoy higher profits, and industries in which imports make up a significant part of the total industry output have lower profits. The estimated coefficient of relative power, while in the expected direction, is not statistically significant. Although this may seem surprising in the light of our predictions, our theory predicts that relative power will only contribute to rewards if accompanied by low total power. In Model II, we introduce the power imbalance measure, which is also insignificant. Model III includes the total power variable; the coefficient estimate is negative and significant. Once total power is introduced, the coefficient of relative power increases and becomes significant at the 10 percent level.

In Model IV, we introduce the interaction between relative power and total power. The coefficient estimate is negative and is significant at the 1 percent level, consistent with Hypothesis 2. It is also noteworthy that the introduction of this interaction substantially increases the size of the estimate coefficient for relative power and makes it statistically significant at the 1 percent level. Such an increase in coefficient size and statistical significance yields further credence to the suggestion that the effect of relative power will vary depending on the level of total power. As indicated by the main effect of relative power in Model IV, when total power is zero, the relationship between relative power and an actor’s ability to appropriate exchange surplus is positive. Yet, as total power increases, this relationship is significantly attenuated, as indicated by the negative sign on the interaction term between relative power and total power in Model IV. In Model V we introduce the interaction between power imbalance and total power. The coefficient is negative and statistically significant. This is consistent with Hypothesis 1, according to which the presence of power imbalance under conditions of high total power reduces the benefits accruing to both actors.

To aid the interpretation of these results, Figure 6 maps on a plane the relationship between profit margins and relative power and total power, using statistically significant estimates from Model V. The graph shows that an equivalent increase in relative power has a vastly different effect on price-cost margin depending on total power. At the back of the plane, where total power is low, an increase in the relative power of business units in industry $i$ over business units in other industries increases the price-cost margin linearly. However, at the front of the plane, where total power is high, an increase in relative power of business
Table 1: Summary Statistics and Correlation Table

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Price-cost margin</td>
<td>2.652</td>
<td>.693</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Relative power</td>
<td>.000</td>
<td>5.678</td>
<td>.013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Power imbalance</td>
<td>1.283</td>
<td>.560</td>
<td>-.180</td>
<td>.537</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Total power</td>
<td>.543</td>
<td>1.049</td>
<td>-.045</td>
<td>.632</td>
<td>.312</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Relative power * Total power</td>
<td>.000</td>
<td>3.115</td>
<td>-.068</td>
<td>.358</td>
<td>.072</td>
<td>.028</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Power imbalance * Total power</td>
<td>1.828</td>
<td>2.664</td>
<td>-.211</td>
<td>.389</td>
<td>.454</td>
<td>.632</td>
<td>.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Constraint</td>
<td>1.559</td>
<td>.614</td>
<td>-.080</td>
<td>.056</td>
<td>.208</td>
<td>.621</td>
<td>-.345</td>
<td>.695</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. (1-concentration)</td>
<td>4.066</td>
<td>.574</td>
<td>-.223</td>
<td>-.094</td>
<td>.066</td>
<td>-.127</td>
<td>-.198</td>
<td>-.094</td>
<td>-.086</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Percentage of imports</td>
<td>1.679</td>
<td>1.120</td>
<td>-.127</td>
<td>.030</td>
<td>.121</td>
<td>.162</td>
<td>.141</td>
<td>.201</td>
<td>.202</td>
<td>-.254</td>
<td>-.014</td>
</tr>
<tr>
<td>Model</td>
<td>I</td>
<td>II</td>
<td>III</td>
<td>IV</td>
<td>V</td>
<td>VI</td>
<td>VII</td>
<td>VIII</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>---------</td>
<td>---------</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative power</td>
<td>.001</td>
<td>.010</td>
<td>.020*</td>
<td>.060***</td>
<td>.058***</td>
<td>.055***</td>
<td>.097*</td>
<td>.178*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.006)</td>
<td>(.011)</td>
<td>(.017)</td>
<td>(.016)</td>
<td>(.016)</td>
<td>(.019)</td>
<td>(.058)</td>
<td>(.103)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power imbalance</td>
<td>-.108</td>
<td>-.108</td>
<td>-.201*</td>
<td>-.080</td>
<td>-.061</td>
<td>.063</td>
<td>.110</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.115)</td>
<td>(.114)</td>
<td>(.114)</td>
<td>(.122)</td>
<td>(.133)</td>
<td>(.085)</td>
<td>(.108)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total power</td>
<td>-.106**</td>
<td>-.152***</td>
<td>-.100**</td>
<td>-.092*</td>
<td>-.275*</td>
<td>-.223</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.042)</td>
<td>(.043)</td>
<td>(.047)</td>
<td>(.052)</td>
<td>(.154)</td>
<td>(263)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative power *</td>
<td></td>
<td></td>
<td></td>
<td>-.067***</td>
<td>-.063***</td>
<td>-.067***</td>
<td>-.070</td>
<td>.326</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total power</td>
<td></td>
<td></td>
<td></td>
<td>(.019)</td>
<td>(.018)</td>
<td>(.021)</td>
<td>(.043)</td>
<td>(.050)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power imbalance *</td>
<td></td>
<td></td>
<td></td>
<td>-.052**</td>
<td>-.047***</td>
<td>-.111**</td>
<td>-.159**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total power</td>
<td></td>
<td></td>
<td></td>
<td>(.020)</td>
<td>(.024)</td>
<td>(.055)</td>
<td>(.071)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constraint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-.043</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1-concentration)</td>
<td></td>
<td></td>
<td></td>
<td>-.321***</td>
<td>-.326***</td>
<td>-.335***</td>
<td>-.339***</td>
<td>-.367***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.066)</td>
<td>(.066)</td>
<td>(.065)</td>
<td>(.064)</td>
<td>(.065)</td>
<td>(.067)</td>
<td>(.120)</td>
<td>(.343)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-manufacturing dummy</td>
<td>1.211***</td>
<td>1.195***</td>
<td>1.198***</td>
<td>1.203***</td>
<td>1.223***</td>
<td>1.242***</td>
<td>1.278***</td>
<td>1.582***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.160)</td>
<td>(.161)</td>
<td>(.159)</td>
<td>(.156)</td>
<td>(.154)</td>
<td>(.163)</td>
<td>(.315)</td>
<td>(.255)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage imports</td>
<td>-.117***</td>
<td>-.113***</td>
<td>-.109***</td>
<td>-.083**</td>
<td>-.080**</td>
<td>-.079**</td>
<td>.136*</td>
<td>.072</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.034)</td>
<td>(.034)</td>
<td>(.034)</td>
<td>(.033)</td>
<td>(.033)</td>
<td>(.034)</td>
<td>(.075)</td>
<td>(.101)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.290)</td>
<td>(.334)</td>
<td>(.322)</td>
<td>(.327)</td>
<td>(.324)</td>
<td>(.352)</td>
<td>(.637)</td>
<td>(1.669)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>299</td>
<td>299</td>
<td>299</td>
<td>299</td>
<td>299</td>
<td>299</td>
<td>92</td>
<td>58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>.213</td>
<td>.215</td>
<td>.232</td>
<td>.265</td>
<td>.281</td>
<td>.281</td>
<td>.531</td>
<td>.606</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p < .10   **p < .05   ***p < .01
units in industry $i$ has a more complex relationship to profit margin. Here, an increase in relative power increases the price-cost margin only if the businesses in industry $i$ were disadvantaged on power. This is because an increase in power of the power-disadvantaged actor actually decreases the relative power in the dyad. To the extent that power balance in high-total-power exchanges promotes exchange frequency and allows actors to obtain greater exchange surplus, this should increase the profit realized by the actor. In contrast, an increase in the relative power of business units in industry $i$ when they are already advantaged on power leads to a decrease of the price-cost margin. This is because an increase in power of the power-advantaged actor increases the power imbalance in the dyad. Under conditions of high total power, this increase leads to a substantial decline in exchange frequency so that actors obtain a smaller surplus. Thus, even though the increase in power allows the power-advantaged actor to obtain a greater share of the expected surplus, the substantial decrease in the size of the surplus leads the more powerful actor to obtain a smaller profit.

Finally, we also undertake a number of sensitivity analyses on Model V to ensure that our findings are stable across different model specifications and data samples. We report the results of two such analyses in Models VI, VII and VIII. In Model VI, we introduce the constraint variable to check whether the results

Figure 6: Effect of Relative Power and Total Power on Industry Price-Cost Margin
presented in Model V are stable with respect to earlier network models that sought to explain differences in industrial profitability (Burt 1983). The constraint variable is insignificant and no parameter estimates from Model V are materially changed. In Model VII, we restrict our sample to industries in which the largest power imbalance in any dyadic relationship in which business units in industry \( i \) are engaged makes up at least 50 percent of the summarized power imbalance score for business units in industry \( i \). The objective of this exercise is to make sure that the results of Model V are not an artifact of summing across a large number of dyadic transactions. The restriction severely reduces the sample size down to 92. However, it does not affect the main results. The fact that these results mirror those from the unrestricted sample makes us more confident that the findings presented in Model V are not an artifact of summing our independent variables across numerous dyadic transactions. In Model VIII, we repeat the exercise but restrict our sample to industries in which the two largest dyadic power imbalance scores make up 90 percent of the summarized power imbalance score. As before, the results are not affected by the sample restriction.\(^{10}\)

Discussion

In this paper we proposed a set of conditions under which an increase in relative power decreases the benefits that accrue to the power-advantaged actor in an exchange dyad. Specifically, we hypothesized that as exchange partners grow mutually dependent, increases in relative power progressively reduce the ability to garner exchange benefits, to the point that the more powerful actor’s rewards may actually decrease after a power increase. According to our argument, changes in exchange frequency, expected surplus and surplus distribution are jointly responsible for making the power-advantaged actor worse off after an increase in relative power under conditions of high total power. As for exchange frequency, we built on existing exchange-theoretic research showing that actors in high-total-power dyads exchange more frequently than in low-total-power dyads, while equal-power dyads exchange more frequently than unequal-power dyads (Lawler and Yoon 1993, 1996). Furthermore, we argued that an increase in relative power decreases the frequency of exchange more under conditions of high total power, because fairness concerns complicate the bargaining agenda. The higher failure rate induced by an increase in relative power leads to greater losses of expected surplus under conditions of high total power. As for surplus distribution in successful exchanges, we posited that the power-advantaged actor does not receive as great a proportion of exchange rewards under conditions of high total power when the power-disadvantaged actor can pose a credible enough threat to induce the power-advantaged actor to accept a more equitable allocation of exchange benefits. We proposed two hypotheses from these joint effects. First, we hypothesized that an increase in relative power would lead to a greater reduction in the magnitude of expected surplus under conditions of high total power than under conditions of low total power. Second, we predicted that an increase in relative power gives the power-advantaged actor a smaller increase in the share of surplus under conditions of high total power than under conditions of low total power. A study of price-cost margins of American industries supported these hypotheses.
Our findings indicate that an equivalent increase in relative power has vastly different effects on industry price-cost margins depending on total power, with price-cost margins decreasing when relative power increases occur in the context of high levels of mutual dependence among business units. In addition to the theoretical developments and substantive results presented here, this paper illuminates the benefits of tight integration of exchange theories, which are tested largely in lab settings with network theories that are tested using macro level phenomena (Burt 1983, 1992). Prior analyses of the link between industry performance and dependence did not leverage the exchange-theoretic distinction between relative power and total power. By bringing the analysis of joint configurations of relative and total power to this area of inquiry, this investigation significantly increases the explanatory power of traditional models of inequality among industries in an economic system. This increase in explained variance brings us closer to realizing the potential of the exchange-theoretic framework to illuminate macro-level behavior and outcomes. At the same time, documenting the macro-level manifestation of exchange processes that have traditionally been investigated in the laboratory at the interpersonal level of analysis substantially enhances the generalizability of exchange-theoretic accounts of power and inequality. As an inherently cross-level theory, the power-dependence framework has indeed spurred both micro and macro investigations. However, few studies have offered a direct account of the relevance of micro exchange processes to macro behavior. The results of the present work help position exchange theory and structural sociology to bridge micro and macro levels of analysis and to apply the power-dependence framework across a wide variety of exchange settings.

Despite its contributions, this paper is not without shortcomings that need to be addressed in future research. Testing predictions in the context of transaction patterns in the American economy prevents full control over variables of interest that experimental studies are best suited to provide. Instead of using direct measures of relative power and total power, we utilize proxies. Similarly, we only use an aggregate measure of profit instead of data on individual exchanges, exchange frequencies and surplus allocations. Future research needs to test the extent to which the assumptions made in this study are actually valid.

Future research can also enhance the theoretical model by elaborating on the impact of different forms of power on the allocation of exchange rewards. Lawler and Bacharach (1987) highlighted the distinction between dependence power and coercive power, where coercive power comes from the ability to impose damage on the exchange partner above and beyond the opportunity cost of withdrawing from the exchange. Similarly, a conceptual distinction can be drawn between reward power and punishment power, which are related to an actor’s capacity to produce positive and negative outcomes, respectively (Molm 1997). Because we do not discriminate between these forms of power, we cannot fully account for contexts in which the bases for the exchange relationship are primarily punitive in nature. While one can subsume all forms of power under the same overarching construct, the existing evidence suggests that this approach may oversimplify a rather complex theoretical scenario in which different forms of power are linked to exchange outcomes through distinct mechanisms.
Another potentially fruitful line of future research could extend the findings of the present study beyond dyads to networks of exchange relations. Indeed, Friedkin (1995) found that, in Kite networks, unbalanced exchanges lower an actor’s net receipts as the disadvantaged trading partners turn elsewhere for exchange. While Friedkin’s analysis focuses exclusively on configurations of relative power – to the exclusion of total power – and on a very specific network form, its findings are largely consistent with ours and suggest that the ideas we advance in the context of dyads should also be pursued in the context of exchange networks.

Overall, the results of this study challenge the conventional wisdom that greater power yields greater rewards for the power-advantaged actor. The association between power and rewards is strictly contingent on the nature of the relationship linking exchange partners. In highly interdependent relationships, the heavy costs of exchange failures induced by power imbalance will pressure exchange partners to equalize power. This tendency toward balance in mutually dependent relationships may manifest itself as clearly in interpersonal relationships as in inter-organizational ties. In this sense, the results of this study of industry profit point to a general social process: the closer the social bond between two actors, the more power asymmetries will be incongruous to that relationship. Explicit recognition of the interactive effects of mutual dependence and power imbalance enhances exchange theoretic explanations of structural sources of inequality.

Notes

1. While focused primarily on predicting exchange frequency, Friedkin’s (1986, 1995) expected value theory also produces predictions concerning surplus allocation. In contrast with equidependence and exchange resistance theories, which assume that actors are motivated by their best hope outcomes (moderated by the threat of not concluding the exchange), expected value theory assumes that actors develop aspirations depending on ego’s dependency on alter. If ego’s dependency on alter is low, ego’s aspirations are high, and vice versa. This process leads the more powerful actor to appropriate a greater share of the surplus. Thus, even though Friedkin begins with a different assumption regarding the distribution of surplus, the final predictions regarding surplus distribution are directionally consistent with exchange resistance theory.

2. Assuming that the surplus is allocated in proportion to relative power, rather than split equally, makes it more arduous to establish that power imbalance makes actors worse off under conditions of high total power. If the surplus were split equally, it would be sufficient to show that increases in relative power lead to increasingly greater declines in expected surplus under conditions of high total power ($H_1$) to establish our result.

3. It is important to note that a decrease in actors’ rewards following an increase in power imbalance under conditions of high total power (shift from Configuration 3 to 4) does not necessarily imply a decrease the actors’ rewards following an increase in total power under conditions of power imbalance (shift from Configuration 2 to 4).
4. In deriving the measures of dependence between business units, the use of industry-level data is theoretically advantageous over the use of actual data on transactions between these business units, as explained by Casciaro and Piskorski (2005:184).

5. We square \( p_{ij} \) and \( s_{ij} \) to ensure consistency with Burt’s (1982) constraint measure. However, our results are equally robust to specifying the measure as 

\[
C_{j\rightarrow i} = (p_{ij} + s_{ij}) O_j
\]

6. For example, consider changes in the actors’ rewards following increases in relative power illustrated by a shift from Configuration 1 to Configuration 2 in Figure 3. First, the increase in relative power increases actor \( i \)’s outside option by 16 and decreases the outside option of actor \( j \) by the same amount. Second, the increase in relative power reduces the frequency with which actors appropriate the surplus of 80 by 0.2. Thus, both actors forego 16 units of surplus. Since power was originally equal in this relationship, then each of them loses 8 units of surplus. Third, the increase in relative power allows the more powerful actor to obtain 0.16 more of the 24 units of surplus. This amounts to 4 units. Taken together, the more powerful actor gains 16 units, loses 8 units and gains 4 units, which amounts to 12. The less powerful actor loses 16, loses 8 and loses 4, which amounts to 28. Thus, both actors face a symmetric change in profitability due to the loss of expected exchange surplus. However, both actors face opposing changes in profitability due to changes in outside options and share of surplus.

7. There are eight negative observations in the dataset; the log transformation is not possible for these. One strategy to deal with these observations is to add a constant to ensure that there are no negative observations. Unfortunately, such a transformation also results in a skewed dependent variable. Consequently, we examine our models both with and without the eight observations. Although, the results without the eight observations are statistically weaker, we report them here as they provide a more conservative test of the hypotheses.

8. Because the measure of \( C_{j\rightarrow i} \) is bound between 0 and 1, we add 1 to the measure of constraint to ensure that the value of the denominator is always greater than zero (Mizruchi 1992). We experiment with a number of different constants, such as 0.01, to ensure that the results are not an artifact of the selection of the constant, and find no significant differences. For simplicity of exposition, we do not include the constant in the equations in the text.

9. We also experiment with different functional specifications of this variable, such as the log of the geometric mean and the log of the sum of the dependence measures. We obtain similar results, but our results are most robust with the measure described in the text.

10. In an unreported model, we also restrict the sample by excluding all observations for which the value of relative power or total power is above the 75th percentile. This exclusion reduces the sample size by approximately 36 percent and significantly lowers both the range of the two variables and the range of
interactions between them. We do this to ensure that outliers in the sample do not drive our estimates of interaction term coefficients. The parameter estimates remain significant and do not change direction, suggesting that the results in Model V are not driven by the outliers in the sample.
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