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TESTING THE MARTINGALE HYPOTHESIS IN DEUTSCHE
MARK FUTURES WITH MODELS SPECIFYING THE FORM
OF HETEROSCEDASTICITY

THOMAS H. McCURDY and IEUAN G. MORGAN
Department of Economics, Queen’s University, Kingston, Ontario, Canada K7L 3N6

SUMMARY

We examine the form of heteroscedasticity in Deutsche Mark futures price data and compare different
specifications of the particular way that the variance is changing over time. The martingale hypothesis is
tested with daily and weekly rates of change of futures prices for the Deutsche Mark and some evidence
is found against this hypothesis in analyses of daily data from 1981 to 1985. This rejection of the
martingale hypothesis may be attributed to trading day effects in foreign currency prices and the resulting
day-of-the-week patterns in futures prices. When the martingale hypothesis is tested with weekly data the
null hypothesis is retained.

1. INTRODUCTION

Rates of change of futures prices show substantial time-varying variance (sée, for example,
Figure 1, which plots the difference in logarithms of daily futures price data for the Deutsche
Mark over the sample period). Patterns of this kind are common in financial price data.
Mandelbrot (1963) observed that, for the prices of speculative assets, ‘large changes tend to be
followed by large changes—of either sign—and small changes tend to be followed by small
changes’. The time-varying variance of rates of change of price can be represented as
conditional heteroscedasticity, a function of recent news or forecast errors, as in the ARCH
model of Engle (1982). For daily rates of change in futures price for the Deutsche Mark we
evaluate the empirical performance of various specifications of the conditional heteroscedasticity
and find that the GARCH generalization of the ARCH process, due to Bollerslev- (1986),
provides a parsimonious model that represents the data well. '
Earlier evidence from tests of foreign currency models with weekly or monthly data has
rejected a homoscedastic error structure (see, for example, Cumby and Obstfeld, 1983, or
Gregory and McCurdy, 1986). Hansen and Hodrick (1980, 1983), Hodrick and Srivastava
(1984, 1987), Hsieh (1984) and Mark (1985), among others, have used estimation procedures
that result in heteroscedasticity-consistent covariance matrix estimates. Domowitz and Hakkio
(1985) modelled the time-varying variance as an ARCH process in tests for unbiasedness of the
30-day forward premium in predicting the change in the future spot exchange rate.™
Domowitz and Hakkio (1985) also tested an ARCH-M model that includes a proxy for the

*Applications of the ARCH model to foreign currency spot price data include Diebold (1986a), Hsieh (1985), and
Milhoj (1987). See Engle and Bollerslev (1986) for a comprehensive survey of the various applications and extensions
of the ARCH model.
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Figure 1. Daily rates of change of futures prices for the Deutsche Mark

time-varying conditional mean. Any potential effect of the changing conditional variance of
price on the conditional rate of change of price suggests the existence of a time-varying risk
premium. There was very little support for ARCH-M in the Domowitz and Hakkio (1985)
analysis of monthly data. Morgan and Morgan (1987) obtained strong support for ARCH but
only weak support for ARCH-M in a stock market application. In contrast, Engle, Lilien and
Robins (1987) found relatively strong support for the application of ARCH-M to an interest
rate term structure model. v

This paper shows that the generalized autoregressive conditional heteroscedasticity
(GARCH) specification empirically dominates the ARCH specification for daily rates of change
in futures price for the Deutsche Mark. Therefore, the time-varying variance is modelled
as GARCH under the martingale hypothesis and as GARCH-M under the hypothesis of a
time-varying risk premium. ,

Many previous studies of foreign currency have used either spot or forward price data
observed at monthly intervals. Active and well-organized markets for spot foreign currencies
and their derivative claims make it unlikely that the effects of shocks to variance, and any
associated effects on the conditional mean, will persist for long. For weekly and monthly stock
market return, Poterba and Summers (1986) concluded that the effect of changes in variance
on the mean rate of return, and implicitly on a risk premium, is short-lived. If so, a monthly
interval of observation may be too coarse to allow detection and exploitation of any conditional
heteroscedasticity. ‘ '

The work of Cox, Ingersoll and Ross (1981), among others, showed that futures prices and
forward prices differ in some fundamental ways, implying that inferences drawn from data
from one market will not be directly applicable to the other. The existence of risk premia has
been postulated for both sets of prices (see Hodrick and Srivastava (1987), or Hodrick (1987)
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for a review of the development of the theory and empirical evidence), and it is not obvious
that one type of contract would be more or less likely than the other to have risk premia built
into equilibrium prices. However, for the purpose of testing for risk premia, combined with
explicit modelling of conditional heteroscedasticity, data with high frequency of observation
favour the use of futures rather than forward market data. The fixed date of the futures
contract maturity, as opposed to the fixed length of forward contracts, implies that daily
futures price data refer to a sequence of expected values of a single future spot price, whereas
daily forward data refer to the expected values of a sequence of future spot prices. Use of
futures data avoids the moving average structure of the residuals arising from overlapping
contracts in forward data. Consequently, comparison of various specifications of the persist-
ence of conditional heteroscedasticity becomes straightforward.

Although the specifications of time-varying conditional variances and their potential effect
on the conditional mean referenced above have been motivated by the existence of both
turbulent and quiescent periods, and by the possible existence of an associated time-varying risk
premium, they may also, or instead, reflect omitted variables or structural change (for example,
see Engle, 1982). For this reason we subject our test equations to intensive scrutiny for statist-
ical adequacy with tests for omitted variables and diagnostic checks on standardized residuals.

The statistical specification of the model also involves some distributional issues.
Unconditional distributions of daily returns from financial assets exhibit excess kurtosis relative
to the normal distribution, and there has been a long debate about the relative merits of the
non-normal stable hypothesis of Mandelbrot (1963) and the mixture of normal distributions
hypothesis for these observations. Blattberg and Gonedes (1974) showed that the student
distribution describes the returns from common stocks better than the family of non-normal
stable distributions. Dusak (1973) described commodity futures price behaviour with the non-
normal stable family of distributions. Westerfield (1977) favoured this family for both spot and
forward data as did McFarland, Pettit and Sung (1982). Friedman and Vandersteel (1982)
presented evidence more consistent with finite variance data that are non-stationary. Boothe
and Glassman (1987) favoured either the student or a mixture of two normal distributions.
Hsieh (1985) concluded that time-varying means and variances are not sufficient to account for
the observed leptokurtosis in spot exchange rate changes.

Given the above distributional evidence, valid statistical inference requires robust statistical
techniques or corrections for non-normalities (as in Korajczyk, 1985 and Krasker, 1980). An
alternative is to find a model for which the residuals have the properties postulated for the
error terms; and one reason for modelling conditional heteroscedasticity in our paper is that
systematically changing variance could account for much of the leptokurtosis in the unconditional
distribution. If so, the conditional distribution of rates of change of foreign currency futures
price may exhibit properties that lead to more meaningful application of standard regression
methods such as maximum-likelihood estimation.

In McCurdy and Morgan (1987), we investigated the martingale hypothesis for futures prices
for five currencies with daily and weekly data drawn from 1974 to 1983 and, for the case of
weekly data, rejected the hypothesis in only one currency, the Deutsche Mark. In this paper
we again test the martingale hypothesis with daily and weekly rates of change of price but use
data drawn from the period October 1981 through December 1985. By doing so, we deliberately
avoid data from the period when clearing of US dollar cheques written to pay for purchases of
spot foreign currency involved a delay of one business day. This market imperfection distorted
the demand for foreign currency and the resulting patterns in the spot price carried over into
the futures market. With daily data from the later period we still find some evidence against
the null hypothesis but, in contrast to our previous work with the Deutsche Mark, when we
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retest the martingale hypothesis with weekly data from the later period the null hypothesis is
retained.

Section 2 reviews the theoretical results from equilibrium asset pricing theory necessary to
derive a hypothesis that involves a time-varying risk premium. Section 3 presents the particular
forms of the test equations, including the specification of the time-varying variance as generalized
autoregressive conditional heteroscedasticity (GARCH) under the martingale hypothesis and
as GARCH-M under the hypothesis of a time-varying risk premium. Section 4 describes the
diagnostic checks and tests for omitted variables, Sections 5 and 6 summarize the results for
the daily and weekly data respectively, and Section 7 contains concluding comments.

2. FUTURES PRICES AND TIME-DEPENDENT RISK PREMIA
To define notation, let

F, = futures price at ¢ for contract expiring at T,
St = spot price for underlying commodity at 7,
R, =1 plus the riskless rate of interest from f to ¢+ 1,
C, = the number of units of the good consumed at #,
p: = the price per unit of the (consumption) good at ¢,
p = discount factor in an additive, separable multiperiod utility function Uy,
u(C;) = utility of consumption at ¢, with 4/ > 0 and u/" <0,
v, = market value at ¢ of a random quantity Qr of commodity with value Sy per unit to
be delivered at 7.

Proposition 2 of Cox, Ingersoll and Ross (1981) defines the futures price, Fi, as the value at
t of a contract that will pay at 7 the amount S7ll LZ'Ri. While this proposition defines the
futures price explicitly, it does so in terms of ex post interest rates. The futures price, as the
present value of these contract payments, can be obtained from a version of Theorem 1 of
Richard and Sundaresan (1981) for pricing nominal assets in discrete time. Testable hypotheses
for futures prices can be developed as follows.

Let
U =E kZ "~ u(Cx), m
=t
_pl.r=e ' (CT) Pi
U= Et[p __u’(C,) or STQT] . )

Since an investment of v;, rolled over in one-period bonds, has nominal value v 11! R at
T, first-order conditions for maximum expected utility imply that

_ ' CT) D T-1
1= E|pm ¥ED PAT Ry 3
’[" @ pr i @
Application of the present value operator in (2) to Srll LRy gives
. ' CT) Di T-1
F=E o D) P g Ri|. 4
t t[P u' (C) pr T ,I;[t ki C))

As in Hodrick and Srivastava (1987), a decomposition of (4) gives

~ u'(Cr) p r-w(Cr) pi T
Fo= (ESDE | o7~ “XED P 11 Rel 4+ cove| 51, or AL Refs G
¢ ( ST) t[P u’(C,) pr II:It k COV¢|OT, P u/(ct) pr ,;[:I, k )
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and from (3),

u'(Cr) p H
F,=ESr+cov|Sr,p” ' — =7 = Ri| . 6
t T t[ u’(C,) r Et k ( )
The covariance term in equation (6) may be interpreted as defining a risk premium, P, r,7,
relevant for contracts made at ¢ with expiration date T, giving

Ft=E1ST+ Pt,T,T~ (7)

Equation (6) relates the current futures price to the expected spot price at T and a risk
premium, but its form does not allow full use of data recorded at daily intervals. Proposition
1 of Hodrick and Srivastava (1987) expresses the futures price at ¢ as the expected futures price
at 7+ 1 plus a risk premium. An expression identical to that given in their proposition is
obtained from the fact that a futures contract has zero investment or present value. If a long
position is initiated at # and then offset by a short position taken at ¢ + 1, theorem 1 of Richard
and Sundaresan (1981) gives

u'(Cr) pr+1
and, from the one-period analogue of (3),

0 =E,[p uCirr) P (Fie1— FI)RI] s

"(C
Fi= E,[p lu‘—(c—)‘—’ f— F,HR,] : ®)
A covariance decomposition then leads to
Fi=EFiui + cov,[p W) P g, Ft+1] . ©
u' (C) pr+a

A non-zero covariance term in (9) constitutes a risk premium, P41, 1, for the one-period
change in futures price in a contract expiring at 7. If, instead, this covariance is zero, the
martingale hypothesis (Samuelson, 1965) holds. Therefore, the two hypotheses are

H()Z Ft = EtFt+l,
Hy: F=EFi 1+ Py v,

3. A TEST EQUATION FOR DAILY RATES OF CHANGE IN FUTURES PRICES

3.1. The martingale hypothesis test equation

Under the martingale hypothesis, changes in futures prices from period 7—1 to period ¢ are
innovations or forecast errors orthogonal to the information available at # — 1. Specifically, let
& be the error realized at ¢ from a forecast made at ¢ — 1. Then the change in the futures price,
or in the logarithm of futures price, from ¢ — 1 to ¢ should be orthogonal to the information
set I,_; and therefore to any subset of I,_;. Let f;=1log F: and let x;-, be a vector of order
m representing a particular subset of relevant variables in /;-;. In general, the test equation
can be written as '

m

fi—fi-1=v0+ kZ Yk Xk,t—1 + &t (10)
=1

The elements of x;—; include the lagged rates of change in the futures price, and dummy
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variables for the day of the week. These dummy variables are proxies for certain systematic
influences on price of the type apparent in the work of Levi (1978) and French (1980). They
include M,, which takes the value 1 if ¢ is a Monday or a Tuesday following a holiday on a
Monday, and zero otherwise. The main version of the test equation (10) is

Ji—=fi-1=v0+ vi(fi-2 = fi-3) + 12 M, + &1, (11)

In (11), under the null hypothesis, the regression coefficients o, v: and v, equal zero while the
errors & have mean zero and are not autocorrelated. The martingale hypothesis does not imply
that the errors are homoscedastic. Further variables, such as (f, 1 — ft-2), are included in x;—,
in the diagnostic tests for omitted variables.

The forecast errors & are modelled as a GARCH process. Let z,—, with associated parameter
¢, be either a scalar or vector subset of x;—x/-; relevant to the determination of the conditional
variance of the forecast error at ¢. Then, from (10), f; — f;- given I,_, has conditional mean
2 ¥=0vkXk, -1 and conditional variance

hi=oo + Z 0‘131 i+ Z tht—j+¢Zt 1. (12)

In (12), the conditional variance is a linear function of the last g innovations or forecast errors,
the last p conditional variances and the variables z;-;. In the numerical optimization, non-
negativity constraints are imposed on the parameters of (12). As described in the empirical
results below, the appropriate choice for the value of p and g turns out to be 1.

For daily rates of change in futures price, we compare the empirical performance of the
ARCH specification of the conditional heteroscedasticity, with g chosen to be §,

hi=co+ > aieloi+ bz, (13)
i=1

with the GARCH specification given in (12). We also apply ordinary least-squares estimation
to obtain analyses under the assumption of constant variance for both the daily and weekly
data.

3.2. The risk premium hypothesis

Evidence of a systematic link between an element of the information set /;—; and the forecast
error & would be evidence against the joint hypothesis of the martingale property for futures
and an efficient market. Either part of the joint hypothesis could be at fault. An alternative
to the martingale part of the joint hypothesis is the alternative hypothesis H;, which includes
a time-varying risk premium.

Without daily data on consumption good prices and further restrictions on preferences,
empirical testing of H; must be indirect because the covariance term in (9) contains
unobservable quantities. However, if H, is true, it might be possible to find a proxy for the
risk premium in a test equation similar to (11). One choice is the GARCH-M specification, in
which f; — fi- given I, has conditional mean Z¥-oykXk,c~1 + 0h'’?, with A, defined by (12).
Since the consumer is free to diversify investment at will, the variance of return of an individual
component of the consumer’s portfolio, such as futures contracts for one commodity, should
not give rise to a risk premium. An association between changes in the covariance term
in (9) and changes in the conditional variance would be one way in which the GARCH-M
specification might reflect changes in the risk premium.
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4. DIAGNOSTIC TESTS

The daily and weekly versions of the test equation (11) are subjected to two types of tests for
mis-specification.

Lagrange multiplier tests based on the outer product of the gradient, (OPG-LM), (Davidson
and MacKinnon, 1983; Godfrey and Wickens, 1982) are used, as in Engle, Lilien and Robins
(1987), for evaluating the model against specific variables excluded from the mean or variance
functions. These test statistics are calculated as NR? which is the explained sum of squares from
a regression of a vector of ones on the matrix of scores for the locally equivalent alternative
model evaluated under the null hypothesis of appropriate exclusion of the variable in question.
Tables 2 and 5 report these test statistics and the corresponding p-values for the asymptotic
chi-square distribution under that null hypothesis. The OPG-LM tests are also useful in
determining whether the lower bound of zero on the parameters of the variance function is a
restriction which is incompatible with the data.

Tables 3 and 6 report the results of several diagnostic checks on the OLS residuals and the
standardized ARCH and GARCH residuals. In particular, the diagnostic tests include:

on the standardized residuals,
(i) a non-parametric test for autocorrelation, based on runs above the mean, Lehmann
(1975), pp. 313-315;
(ii) the Ljung—Box (1978) version of the portmanteau test on the first 10 lags of the auto-
correlation function, Q(10);
(iii) and (iv) the Kiefer—Salmon (1983) tests for non-normality with respect to skewness (SK)
and kurtosis (KU); "
(v) the Ljung—Box test on the first 10 lags of the autocorrelation function of the squared
standardized residuals (see, for example, McLeod and Li, 1983);

and also, in the case of the OLS residuals,

(vi) White’s (1980) test for heteroscedasticity of unknown form; and
(vii) Engle’s (1982) test for ARCH.

Tests designed to detect a particular problem may also pick up other statistical deficiencies
(see, for example, Davidson and MacKinnon, 1985; Diebold, 1986b; Domowitz and Hakkio,
1983). Pagan and Hall (1983) discuss necessary conditions under which diagnostic tests, such as
those used in this paper, would be additive. Since our test equations generally involve a lagged
dependent variable, those conditions would not be satisfied here. Given the complexity of
determining the joint probabilities, the p-values are reported for each diagnostic test statistic
without adjustments for the fact that several tests are being jointly considered.

5. DAILY DATA ANALYSIS

Chicago Mercantile Exchange futures contracts for Deutsche Marks are delivered on the third
Wednesday of March, June, September, and December. These contracts expire 2 business days
earlier on the data we define to be T. Since there is also a 2-day delivery lag for spot contracts,
a spot settlement date corresponding to delivery of the futures contract requires that the futures
price relate to the spot price at the expiration data T.

The price data, for the period 811001 to 851231, were provided by the Center for Research
in Futures Markets. The effective sample size is 1067, since three observations are used to
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generate the regressors and five observations are required to set up the computations of the
variance function for the ARCH specification. We use the data for the outstanding contract
with the shortest time to maturity of the contracts maturing in March, June, September, and
December. Data for the first and second lagged observations of the change in log futures price
are computed. Normally this is a straightforward computation, but around the time of
expiration of a contract care is needed to ensure that each of the variables f; — fi-1, fi-1 = fi-2,
and f;_, — fi-3 are calculated from prices corresponding to the appropriate, common, contract.
The dependent variable and the regressor are scaled by multiplying by a factor of 20 before
the maximum-likelihood estimation is undertaken. This scaling is necessary if certain conditions
recommended for the Numerical Algorithms Group (1983) system of numerical optimization
are to be satisfied. A gradient method is used.

Table 1 presents the coefficients, standard errors and log of the likelihood function from
estimation of the test equation (11), by OLS (ordinary least-squares) and by maximum-
likelihood estimation with different specifications of the conditional heteroscedasticity. As
indicated by the values of the likelihood function, the GARCH specification clearly dominates
the OLS and the ARCH versions.

A preliminary analysis of the data corresponding to the different days of the week shows that
the rate of change of the futures price is negative on Mondays in this sample. This is supported
by the statistical significance of the estimated coefficient for M;, which, as in (11), takes the
value 1 if ¢ is a Monday or a Tuesday following a holiday on a Monday and zero otherwise.
Whether this result is or is not regarded as evidence of a market imperfection, the Monday
dummy variable appears to be important in this market, just as it is relevant in Roll’s (1984)
work on orange juice futures.

Table 2, which presents the OPG-LM tests for variables omitted from (11) or from the
GARCH specification of the conditional heteroscedasticity (12), illustrates that none of the
other day-of-the-week dummy variables is important in explaining the conditional mean. Nor
is the holiday dummy variable H;, which takes the value 1 on holidays (other than those on
Mondays included in the weekend-effect dummy variable M;) and zero otherwise, important
in the mean or the conditional variance function. However, the Friday dummy variable Fr is
clearly important in the latter.

Another factor which might be important for the behaviour of futures prices is the time to
maturity of the contract. Samuelson (1965) showed that if the level of the spot price follows
a stationary first-order autoregressive process and the futures price is an unbiased predictor of
the spot price on the delivery date, then the variance of the price changes for futures would
increase as the date of maturity approaches. Anderson and Danthine (1983) showed that this
negative relationship between time to maturity and variance need not hold in more general
models, although partial evidence of such a relationship in agricultural commodity futures was
found by Anderson (1985). In our notation, time to maturity is represented by (T — ¢ + 1). Table
2 illustrates that none of the three different functional forms of this time to maturity variable,
(T—t+1),log(T—t+1),and 1/(T -t + 1), is significant in the mean or the conditional variance
function (12). That is, the Samuelson (1965) hypothesis about variance is not supported by
these data.

Table 3 presents the test statistics and p-values for the diagnostic checks on the OLS residuals
and on the ARCH and GARCH standardized residuals. Estimation with OLS yields such large
values of all the test statistics, except for the runs test, that the corresponding p-values are
negligibly small. Clearly, from the behaviour of the residuals and squared residuals, the most
severe problem with making inferences from the OLS estimates is that at least one of the
assumptions of homoscedasticity and normal distribution for the errors is untenable.
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Table III. Diagnostic checks for the daily data test equations

R 0(10) SK KU 02%(10) H A
OLS —0.60 26.0 79.7 376.2 105.6 12.1 29.1
d.f. 10 1 1 10 3 5
p-value (0.55) (0.00) (0.00) (0.00) (0.00) (0.01) (0.00)
ARCH ~0.58 9.2 26.6 24.6 27.1
d.f. 10 1 1 10
p-value (0.56) (0.51) (0.00) (0.00) (0.00)
GARCH ~0.61 7.7 16.6 16.8 6.5
d.f. 10 1 1 10
p-value (0.54) (0.66) (0.00) (0.00) 0.77)
GARCH? ~0.71 4.6 4.7 0.1 12.6
d.f. 10 1 1 10
p-value . (0.48) (0.92) - (0.03) (0.75) (0.25)

R is a runs test (Lehmann, 1975, pp. 313-315), for which the p-value corresponds to a two-tailed test for the standard
normal distribution; p-values for the remaining diagnostic checks are upper tail for the chi-square distribution: Q(10),
the Ljung—Box (1978) portmanteau test on the first 10 lags. of the autocorrelation function; SK and KU, the
Kiefer—Salmon (1983) tests for skewness and excess kurtosis; Q*(10), the Ljung—Box test on the squared (standardized)
residuals; H; White’s (1980) test for heteroscedasticity of unknown form; and A, the Engle (1982) test forr ARCH.
2QObservations incorporating the date 850923 (corresponding to the announcement following the G5 meeting) plus those
associated with the price limit move on 840921 are deleted from this sample.

Explicit incorporation of an ARCH process for the errors, as in (13), improves the statistical
properties of the test equation. Table 3 shows that this version reduces the calculated values
of all the diagnostic test statistics. However, the Ljung—Box (1978) portmanteau test on the first
10 lags of the squared standardized residuals indicates that the ARCH model with five lags does
not capture all of the autocorrelation in the conditional variances. Furthermore, the Kiefer—
Salmon statistics SK and KU still reject the normality assumption for the standardized ARCH
residuals in spite of the improvement in these statistics over those for the OLS residuals. Some
improvement should be expected given the persistence of the effects of shocks to the variance.

When the conditional heteroscedasticity is represented by a GARCH instead of an ARCH
process, the resulting more parsimonious specification leads to a much more satisfactory test
equation. The GARCH specification clearly dominates the ARCH version. Not only is there
a considerable improvement in the value of the likelihood function in Table 1, but also the
diagnostic test statistics are substantially improved. The sharp decrease in Q*(10) for the
squared standardized residuals provides evidence that the GARCH model captures the
autocorrelation in the conditional variances more effectively and more parsimoniously than
ARCH. In addition, with the introduction of a dummy variable taking the value 1 for the date
850923 (corresponding to the announcement following the Group of Five (G5) meeting)* and
zero otherwise, the Kiefer—Salmon tests for skewness and kurtosis have p-values of 0.002 and
0.13 respectively. Notice that this use of a dummy variable for one outlier in this sample is
sufficient to account for the excess kurtosis. Furthermore, when the observations incorporating
that shift plus those associated with the one price limit move present in the effective sample{

*The G5 agreement was that the participants would take coordinated actions to depreciate the US dollar. See Ito (1986)
for details.

+This price limit move occurred on the data 840921. The upper limit allowed for daily price changes was 0-01 for this
sample until the date 850222 when daily price change limits were removed for foreign currency futures on the Chicago
Mercantile Exchange.
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are deleted, the Kiefer—Salmon tests for skewness and kurtosis have p-values of 0.03 and 0.75
respectively. Therefore, it is possible to find a version of the GARCH specification which is
retained at the 0.01 level by all of the tests for misspecification.

The martingale hypothesis is clearly rejected for these daily data. In addition to the
significant coefficient for M,, the estimated coefficient for the second lag of the rate of change
in futures price is significantly different from zero. Since the OPG-LM test shows that the
omission of f;—; — fi—» is not important, it is possible that f;_» — f;—3 acts as a proxy for day-
of-the-week patterns that could not be captured properly with dummy variables (see, for
example, Corker and Begg, 1985). For this reason the null and alternative hypotheses are
retested in Section 6 with data for weekly rates of change of price.

Table 2 also presents evidence, for daily data, concerning the alternative hypothesis of a time-
varying risk premium as represented by the GARCH-M model. The GARCH-M specification is
designed to capture any potential effect of the changing variance of prices on the mean rate
of change of price by including A/’?, the conditional standard deviation of the GARCH
process, in the mean. The evidence from the OPG-LM test statistic for #//%, shown in Table
2, does not reject the GARCH model in favour of the GARCH-M alternative.

6. WEEKLY DATA ANALYSIS

GARCH estimation of (10) with weekly data is described in this section. The sample period is
the same as in Section 5 with the rate of change of price for a given week normally calculated
from Wednesday prices. If Wednesday data are missing on account of a holiday, the week is
extended so that it ends on a Thursday and the following week will then cover less than 7
calendar days. This occurs twice in the sample but, with these two exceptions, day-of-the-week
patterns are avoided in the analysis of weekly rates of change in futures price. The sample
consists of 220 observations from 811014 to 851226 but the effective sample size is only 219
because one observation is needed for the computation of the initial value of the variance
function.

The evidence presented in Tables 4 and 5 supports the martingale hypothesis. The estimated
coefficient for the lagged rate of change in futures price is not significantly different from zero.
As Table 5 illustrates, tests for inclusion of variables omitted from the mean or variance
function give insignificant p-values. In particular, these tests do not reject the GARCH version
in favour of the alternative hypothesis of a time-varying risk premium represented by the
GARCH-M proxy. Similarly, in Table 6, the diagnostic checks on the standardized GARCH
residuals do not reject the GARCH specification, although there is some evidence of skewness.
With this exception, the use of weekly data and the resulting avoidance of day-of-the-week
patterns in price allow the null hypothesis to be retained. Moreover, the Kiefer—Salmon statistic
for kurtosis is not significant. It is this finding that is relevant to the debate about the relative

Table IV. OLS and GARCH estimates for weekly data

Yo Y1 Go &y B L
OLS —0.025 0.100 . 136.8
(0.022) (0.068)
GARCH —0.034 0.111 0.012 - 0.187 0.701 143.5
(0.020) (0.068) (0.009) (0.085) (0.129)

Standard errors are shown in parentheses. L is the log of the likelihood function.
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Table V. OPG Lagrange multiplier test statistics for omitted variables: GARCH specification using
weekly data

In mean (T—t+1) log(T—t+1) I(T-t+1) 12 h/*&intercept
0.30 0.42 0.93 3.06 5.59

d.f. 1 1 1 1 2

p-value (0.58) (0.52) (0.33) (0.08) (0.06)

In variance ~ (T—¢+1) log(T—¢+1) I(T—t+1) el
0.00 0.38 2.66 0.64

d.f. 1 1 1 1

p-value (0.99) 0.54) (0.10) (0.42)

p-values, for the chi-square distribution with d.f. degrees of freedom, are in parentheses below the test statistic.

Table VI. Diagnostic checks for the weekly data test equations

R Q(10) SK KU " Q%(10) H A
OLS -1.00 8.2 29.5 50.0 7.4 0.3 0.2
d.f. 10 1 1 10 2 1
p-value 0.32) (0.61) (0.00) (0.00) (0.69) (0.86) (0.65)
GARCH -0.97 7.0 7.0 0.1 7.4
d.f. 10 1 1 10
p-value (0.33) 0.73) (0.01) (0.75) (0.69)

R is a runs test (Lehmann, 1975, pp. 313—315), for which the p-value corresponds to a two-tailed test for the standard
normal distribution; p-values for the remaining diagnostic checks are upper tail for the chi-square distribution: Q(10),
the Ljung—Box (1978) portmanteau test on the first 10 lags of the autocorrelation function; SK and KU, the
Kiefer—Salmon (1983) tests for skewness and excess kurtosis; 0?(10), the Ljung—Box test on the squared (standardized)
residuals; H, White’s (1980)- test for heteroscedasticity of unknown form; and A, the Engle (1982) test for ARCH.

merits of the non-normal stable distribution hypothesis and the mixture of normal distributions
hypothesis. From this evidence, GARCH potentially provides a viable specification of the
mixture of normal distributions hypothesis.

7. CONCLUDING COMMENTS

In this paper the time-varying variance of rates of change of price was specified to be
conditional heteroscedasticity, a function of recent news or forecast errors, as in the ARCH
model of Engle (1982). For daily and weekly rates of change in futures price for the Deutsche
Mark we evaluated the empirical performance of alternative specifications of the conditional
heteroscedasticity and found that the GARCH generalization of ARCH, due to Bollerslev
(1986), represents the data well.

Comprehensive diagnostic testing was conducted. The procedure involved tests for omitted
variables and other checks on model specification together with examinations of residual
properties. The GARCH model representation of the conditional heteroscedasticity survived
these tests in analysis of weekly data and, in most cases, in the analysis of daily data.

There was some evidence against the martingale hypothesis in analyses of the sample of daily
data from 1981 to 1985, even though the starting date for sample series had been chosen to
avoid the market imperfection that existed when clearing of US dollar cheques written to pay
for purchases of foreign currency involved a delay of one business day. Our previous work
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has shown that trading-day effects in spot foreign currency prices and the associated day-of-the-
week patterns in futures prices were greatly reduced when this delay was eliminated. However
some day-of-the-week patterns remain and the rejection of the martingale hypothesis in
analyses of daily data may still be attributed to these, for on retesting the hypothesis with
weekly data the null hypothesis was retained. It was also retained against an alternative
hypothesis corresponding to the GARCH-M specification of a time-varying risk premium in
tests with daily and weekly data.

APPENDIX: MAXIMUM-LIKELIHOOD ESTIMATION OF GARCH-M MODELS

Let x, be a vector of explanatory variables, from the information set /i1, for the dependent
variable y; and let the error term & ~ N(0, &) in the system

yo=xiy+60hi"* + &, (A.1)
d 2
he= oo+ Z aer-j+ ki Brhi—k + ¢ &:. (A.2)
j=1 =1

In general, g may or may not be chosen to be a subset of x;x/. It will be treated as a scalar
to simplify the exposition.

Let Z[I = [1,812_1, ...,Ctz_q, ht-l, ...,ht—p, g,]
and (.0, = [CY0,0[], °"aaq’Bl"“’6p’¢]’

so that h, = z/ w. Except for a constant term, the log likelihood function is

1 1
l=-3 log A — 5e,z/h,. (A.3)

The GARCH-M partial derivatives, which generalize those for GARCH obtained by Bollerslev
(1986), are

al, 1 (e Oe: \ oh,
L= 1+ =5) =
(ht + htl/2> aw ’

0w 2h

oh, hi—ji 12, < 0he—«k
— = —_ & i h’ 5+ y
£ 2t 0j=1 o€t —j W / t—j k2=31 Bk Y
a _ 1 (e | e oh  e&xi

a’y 2ht ht htl/z B'y ht ’

q q .
3_/1;= -2 D) aje—jxi-j—0 T ——ah’-J/htl_/Jz-+ i Bk ——ah"k,
dy im jn dy k=1 dy

ol _ & +L(§Z_1 fe: \ dh
80 ht'* 2h \h h'’?) a6’

3h, g 172 aht-j 1/2 ah;_k
—=-2 ie—jh = —0 i€ —j hels+ .
Y] j; Q- j gll Q€ - j 30 [heZ] kgl Bk 30

(A.3) is summed over the time series excluding the first max[g, p] observations. The sum is
maximized by gradient methods with the Numerical Algorithms Group subroutine EO4KBF
after the derivatives have been checked numerically with EO4HCF. Lower bounds of zero are
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used for all the coefficients in w. If this lower bound becomes effective for any parameter of
the variance function, an OPG-LM test is used to determine whether it is a restriction which
is incompatible with the data.
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