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The purpose of this paper is to carry out a specification analysis of a test relation for the
unbiasedness hypothesis using thirty-day forward foreign exchange data from France, Italy,
Japan, the United Kingdom, and West Germany. The results indicate that econometric problems
do exist for each country's test equation over the entire sample. For each country, there is at
least one period which admits a statistically adequate regression equation. Results for these
periods show that the null hypothesis of the unbiasedness of the forward rate is rejected for
some countries but is retained for others.

1. Introduction

In the last decade, there has been a plethora of empirical papers
purporting to address some aspect of foreign exchange market efficiency. The
consensus which seems to have emerged in this literature is that, in the
absence of an explicit model, there is no definitive test for market efficiency.
Instead researchers have preferred to test specific hypotheses (usually in the
regression framework) and leave the more thorny issue of market efficiency
in the background. Given the absence of a generally agreed upon empirical
formulation of the market efficiency problem, this seems to be a sensible
research strategy. At least this approach allows the stylized facts to be
uncovered, and might also suggest appropriate models of the underlying
market fundamentals.

*The authors would like to thank two referees for helpful comments. The second author
acknowledges the financial support of the Social Sciences and Humanities Research Council of
Canada.
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Perhaps the most popular regression-based tests in this literature are those
investigating the hypothesis of unbiasedness of the forward foreign exchange
rate. Until very recently, the focus in application was upon parameter
significance testing with very little concern for the adequacy of the test
relation itself. That is, despite the fact that linear regression methods were
used and statistical inferences were made, there was a surprising neglect of
standard econometric practices. However, the direction of testing has now
been extended from simple parameter significance testing to a wider consider-
ation of the properties of the test relation as a whole. Excellent examples of
this are Baillie, Lippens and McMahon (1983), Domowitz and Hakkio
(1985), Hakkio (1981), and Hodrick and Srivastava (1984).

Evidence that the usual test relations of unbiasedness of the forward rate
can be statistically inadequate is in Gregory and McCurdy (1984). In that
investigation, we conducted a specification analysis of two regression-based
test equations using thirty-day Canadian/American foreign exchange data.
For that data set, we found that the test relations from full-sample estimation
were extremely unreliable and consequently they could be very misleading.
By construction, the null hypothesis of unbiasedness cannot be misspecified,
but the statistical properties of the estimated test equation may be such that
coefficients and/or standard errors are inconsistent — rendering parameter
significance testing invalid.

Diagnostic tests in Gregory and McCurdy (1984) indicated that the €lls’
associated with the test relations were not the same over time. That is, the
type of specification error committed depended upon the estimation period.
Nevertheless, one striking feature for the Canadian/United States thirty-day
foreign exchange market was that, in general, whenever the test relation
‘passed’ the battery of diagnostic tests applied, the hypothesis that the
forward rate is an unbiased linear predictor of the future spot rate was
supported by the data.

The purpose of this paper is to carry out a specification analysis of a test
relation for the unbiasedness hypothesis using thirty-day forward foreign
exchange data from France, Italy, Japan, United Kingdom and West
Germany. In order to gain a broader understanding of the forward foreign
exchange market, it is necessary to confirm or to contradict results from one
data set with resuits from other data sets. Therefore this cross-country study
compares the statistical properties of the test relations over the same time
period. The data sets have been carefully constructed so that the timing of
forward contracts and future spot rates are matched.

Our results show that a popular regression equation used to test the
hypothesis that the forward premium is an unbiased linear predictor of the
change in the corresponding spot rate, exhibits different kinds of econometric
deficiences for different countries. In fact, the diagnostic tests indicate that
estimation over the entire sample is always inappropriate using that test
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relation. Therefore, it is important to isolate statistically ‘acceptable’ specific-
ations prior to parameter significance testing. There are occasions for which
the simple regression equation is econometrically satisfactory. In those cases,
it is possible to reject the parameter restrictions implied by the unbiasedness
hypothesis for some countries — in contrast to the evidence in Gregory and
McCurdy (1984) for the Canadian case.

The paper is organized as follows. In section 2 we review one test relation
for unbiasedness, outline the specification tests and discuss the data construc-
tion. The results are presented in section 3 and concluding remarks are given
in section 4.

2. Testing the unbiasedness hypothesis, specification tests and the data
2.1. Testing the unbiasedness hypothesis

The null hypothesis that the forward premium is an unbiased linear
predictor of the change in the corresponding spot rate may be tested using
the regression equation:

DS§+1=oc+ﬁFPf+uf+1, ‘t:l:"":‘: (1)
i=1,...,N (countries)

in which

DSy =(S;+,—S) and FPi=(F;-8),

where S, is the logarithm of the spot exchange rate at time ¢+ 1, F, is the
logarithm of the forward rate established at time ¢ for period t+1, and u,,,
is an error term. Superscript i indicates country i and all exchange rates are
quoted against U.S. dollars. In this form, the unbiasedness hypothesis implies
that «=0 and f=1. Such a restriction is consistent with a model of a
competitive market with no transactions costs, risk-neutral speculators and
market expectations which are rational. For that model, we would have

E:[DS§+ L:_| =FP§’ (2)

where E, is the mathematical expectation operation conditional upon some
information set (and model).! The test relation (1) and the joint null
hypothesis of rational expectations and no risk premium implicit in (2) can
be related by decomposing the actual change in the spot rate into two

'Eq. (1) is not a structural mode! for determining the spot rate. The test is designed to
investigate whether the conditional mean of the change in the future spot rate (measured in
logarithms) is equal to the forward premium.
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orthogonal components:
DSi,,=E[DS!,,1+(DS\,,—E[DS\,]). @3)

Substituting (2) into (3) yields (1) under the null. Testing the unbiasedness
hypothesis involves estimating regression eq. (1) and determining whether the
coefficient estimates of « and f are significantly different from zero and one
respectively.

The omission of transactions costs and the assumption of no risk premium
in (2) implies that a rejection of the null (¢=0 and f=1) does not necessarily
indicate a rejection of either the rational expectations hypothesis (REH) or
the efficient market hypothesis (EMH). Since there is a substantial theoretical
literature which demonstrates a time-varying risk premium, recent applied
research has introduced additional variables in eq. (1) in an attempt to
capture that premium [see, for example, Domowitz and Hakkio (1985),
Hansen and Hodrick (1983), Hodrick and Srivastava (1984)]. Nevertheless, if
the analysis is done in terms of regression eq. (1), the parameters o« and f
must be time-invariant. We have argued in Gregory and McCurdy (1984)
that such restrictions should be checked against the data. Certainly, omitted
variables (such as a time-varying risk premium) and non-linearities could
lead to instabilities in those parameter estimates.

Under the REH and EMH, the residuals in (1) should be serially
independent.? Of course, misspecification of the systematic part of a re-
gression equation could also manifest itself as serial correlation. In addition,
estimation has often proceeded under the assumption that the errors are
homoskedastic. Several authors [Cumby and Obstfeld (1983), Domowitz and
Hakkio (1985), Hodrick and Srivastava (1984), and Hsieh (1984)] have
observed that this is not implied by the unbiasedness hypothesis.

Applied research has frequently failed to pay sufficient attention to the
properties of the residuals. Clearly, a careful research program would require
that we conduct a thorough specification analysis of the test relation. That is,
in order to evaluate an empirical specification properly, we need to examine
and to test the regression equation in several directions. Prior to parameter
significance testing, we should have some confidence that we indeed have a

2.2. Specification tests
With respect to test eq. (1), we have outlined two restrictions from the

2We note that there could be contemporaneous correlation between the u; (i.e., Euju/ #0). In
the application we did not estimate the equations jointly but instead followed most of the
literature and estimated each equation individually by ordinary least squares. Hence we might
expect some loss of efficiency. Efficient estimates could be obtained using a SURE procedure as
in Bailey, Baillie and McMahon (1984} and Bilson (1981).
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unbiasedness hypothesis under rational expectations: (i) «=0 and f=1, and
(i) u{,, is serially uncorrelated. These particular restrictions may be tested
by estimating (1) by OLS, calculating a Wald test for «a=0 and =1, and
testing the least squares residuals for serial correlation using some Lagrange
multiplier test. Notice that the direction of testing is mixed in the sense of
being ‘down’ and ‘up’ from eq. (1). The downward direction involves testing
whether the restrictions «a=0 and f=1 are supported by the data. In this
case (1) is considered the ‘unrestricted’ equation. The validity of such a test is
conditional upon eq. (1) being otherwise correctly specified.> On the other
hand, the serial correlation test treats (1) as the ‘restricted’ equation and
investigates the temporal independence of the errors assumed in the OLS
estimation. This is testing in an upward direction. However, this is not the
only upward direction that could be considered. Indeed there are many
forms of specification error and it is useful to compare (1) against a variety
of alternatives using several different diagnostic tests.

For the five countries (France, Italy, Japan, United Kingdom and West
Germany) we conduct a detailed specification analysis of test eq. (1).*
Inevitably, whenever a battery of diagnostic tests are applied to an estimated
equation some confusion arises as to what the alternative hypothesis actually
is. Certain tests, such as Ramsey’s (1969) RESET test and the information
matrix test of White (1982), do not yield well-defined alternative hypotheses.
Diagnostic tests are applied sequentially with each test implying a different
(perhaps unspecified) alternative hypothesis.

To complicate matters further, tests designed to detect a particular kind of
specification error may nevertheless pick-up other kinds of statistical defici-
encies [see Pagan and Hall (1983)]. For example, a test for pth order serial
correlation for eq. (1) has the implied alternative ’

u§+1=_i1pju:+1—j+3:+1s 4
i=

3Even if the alternative under which the test equation is estimated is misspecified, one may
still have power against the null. However, the results are difficult to evaluate without a formal
analysis of the relationship between the null and the alternative, plus an analysis of the power of
estimators when estimating false models. See, for example, Davidson and MacKinnon (1985) and
references therein.

*Orthogonality tests have also often been applied to determine whether F! is an optimal linear
predictor of S!,,. For these tests, one examines whether the forecast error, Si,,—F! is
orthogonal to some information set I,. A test of unbiasedness is to test the null hypothesis that
all regression coefficients are equal to zero. Following Gregory and McCurdy (1984) for each
country, we regressed the forecast error upon its own lagged forecast error and its own forward
premium:

Sty —Fi=®o+ ®,(Si—Fi_ )+ ®,(Fi—S)+wi.y,
and conducted a specification analysis of this test relation over the same subperiods used in the
text. Again there was compelling evidence for each country that the test equation was

misspecified and that parameter significance testing over the entire sample could be highly
misleading. These results are presented in table 2.
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where &, , is serially independent. However, serial correlation tests such as in
Godfrey (1978) will also have power against other alternatives such as
omitted variables [Davidson and MacKinnon (1985) and Pagan and Hall
(1983)] and autoregressive conditional heteroskedasticity [Engle, Hendry and
Trumble (1985)]. Thus a significant test statistic for serial correlation does
not lead to ‘accepting’ the alternative (4) that the errors of (1) are generated
by a pth-order autoregressive process.

As Davidson and MacKinnon (1985), Godfrey (1984) and many others
have argued, diagnostic testing may indicate the equation under consider-
ation is misspecified but cannot determine why. After all, the alternative
hypothesis is never under test. Hence discussion about possible alternative
hypotheses (models) must always be speculative and tentative. With this in
mind, we present the results of diagnostic testing without reference to
alternative models. Possible sources of rejections will be considered in section
4,

The diagnostic tests which are calculated are based upon the Lagrange
multiplier principle of testing. We estimate the test relation by ordinary least
squares over several subperiods and then use these estimates to determine
whether the data supports the statistical restrictions which have been
implicitly made for consistent inference. For each subperiod, we calculate: (i)
a test for fourth order serial correlation (AUTO) developed in Godfrey
(1978); (i) a test for fourth order serial correlation which is valid in the
presence of heteroskedasticity (AUTOy) derived in Domowitz and Hakkio
(1983); (iii) a general test for heteroskedasticity (H) found in White (1980);
(iv) a test for fourth order autoregressive conditional heteroskedasticity
(ARCH) discussed in Engle (1982); (v) the Information matrix test (INFO) of
White (1982) based upon a calculation suggested by Chester (1983); and (vi)
Ramsey’s (1969) RESET test using the square of the fitted values.’ The
information matrix test may be interpreted as a test for parameter constancy
[Chesher (1984)], and the RESET test is a general test for model misspecific-
ation [Pagan and Hall (1983)]. Each of these large sample tests are
compared against the chi-square distribution. We report a marginal sig-
nificance level for each diagnostic test without making adjustments to take
into account the fact that many tests are being jointly considered. The types
of diagnostic tests that are appiied here are not, in generai, independent and
consequently there is no easy way to determine the joint probabilities. We
treat each diagnostic test as if it were calculated in isolation.

3Tests for first through third order AUTO, AUTOy, and ARCH were also calculated
(available from the authors upon request). For the most part, test statistics using these orders
produced marginal significance levels similar to those based upon a fourth order process. In
addition, we found that the cube of the fitted values for the RESET test could at times be
important.
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2.3. The data

The data set has been kindly made available by the Bank of Canada and
has been used in a study by Longworth, Boothe and Clinton (1983). Since
the timing and matching of forward contracts to the future spot rate are
crucial in investigating the unbiasedness hypothesis, it is worthwhile to
discuss the construction of the data set.

The monthly data was constructed from the Data Resources Inc. (DRI)
data base of daily New York market opening bid and ask quotations for
spot and one month forward rates over the period January 1974 to
December 1981. All exchange rates are expressed as the number of U.S.
dollars per unit of domestic currency. A single number for each rate was
obtained by taking the average of the bid and ask price. The monthly
observations were selected from the daily spot and forward rate series on a
‘contract’ basis. Accordingly, the rates were chosen to correspond to dates
at which forward contracts opened and closed. The forward rates were from
the last Tuesday of each month in order to minimize ‘weekend’ effects
[Levi (1978)]. The spot rates were chosen to match the forward rate contract
value dates. The value dates were identified according to rules outlined
in Longworth, Boothe and Clinton (1983, pp. 57-58). Their procedure
‘guarantees that the chosen spot rates correspond exactly to the rates at
which the forward contracts made on the last Tuesday of each month would
close and represent actual prices faced by market participants’.®

For each country we estimate the test relation and calculate the diagnostic
tests over the full sample (1974-1981) and over three overlapping subperiods
(1974-1977, 1976-1979, and 1978-1981). These arbitrary divisions for sub-
periods are intended to iilusirate the different and changing egonomeiric
structure of the test relation for the different countries. Our goal is to draw
attention to the fact that econometric problems do exist for all the countries
considered using the simple test eq. (1).

3. The results

We commence with a discussion of the results for each of the five countries
in turn. These results appear in table 1.

SAlthough forward and future spot rates are exactly matched according to the appropriate
contract dates, there may occasionally be a short overlap of contracts. This is because the
forward rate is from the last Tuesday of each month which can precede the end-of-contract date
corresponding to the previous month's forward rate. The potential serial correlation of the
residuals due to this occasional overlap of forecast periods is not likely to be a problem since
our test results indicate that whenever serial correlation is present, the process appears to be
greater than order one. We would like to thank a referee for raising this issue.
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3.1. France

On the basis of full-sample estimation (1974-1981), the joint null hypo-
thesis that «=0 and B=1 is rejected at the five percent level of confidence.
Subsample estimation indicates that for two out of the three subperiods this
rejection is confirmed. The null hypothesis is retained for the subperiod
1976-1979; however, with the exception of the RESET test, all of the
diagnostic tests agree that the test relation is misspecified. According to both
tests (AUTO and AUTOy), serial correlation is also present for the 1978-
1981 period. At times, some heteroskedasticity is detected by both the H and
the ARCH tests. Although the two tests are designed to detect heteroskedas-
ticity, they can in practice give conflicting signals. For example, in the 1978-
1981 period, we retain the hypothesis of homoskedastic errors for the H test
but reject it using the ARCH test. Evidently, the postulated form of the
heteroskedasticity is important in specification tests. The INFO test clearly
rejects the specification for the subperiod 1976-1979. However, using the full
sample the INFO test only rejects at a level of significance of ten percent.
The null hypothesis under the RESET test is not rejected for any of the
estimated periods. It is interesting to note that for the 1974-1977 period
there is no strong evidence of misspecification and that the unbiasedness
hypothesis is rejected (at the five percent level). This result contrasts to that
obtained from Canadian/United States data for which there was a general
tendency to retain the unbiasedness hypothesis whenever the estimating
equation was deemed satisfactory [Gregory and McCurdy (1984)].

3.2. Italy

In contrast to the results obtained for France, the Italian test equation
appears to be somewhat better behaved. For example, unlike the French
equation, the INFO test indicates that the parameter estimates are fairly
stable over time. The estimating equation is statistically ‘acceptable’ for the
period 1976-1981. Interestingly, the unbiasedness hypothesis is rejected for
the 1976-1979 period, but is retained for the 1978-1981 period. For the
remaining periods, the ARCH test rejects the hypothesis that the errors are
homoskedastic, but the other diagnostic tests register no additional statistical
difficulties. While the estimated coefficients of « can be both positive and
negative, it is only significant when it is negative.

3.3. Japan

The Japanese test equation displays a variety of econometric deficiencies.
The Wald test for =0 and =1 is retained for the full sample and all the
subperiods (at the five percent level). However, from a statistical point of
view, only the period 1978-1981 produces a reasonable empirical specific-
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ation. The full sample results show heteroskedasticity (both H and ARCH)
and a rejection according to the INFO test. Recall that this latter test can be
interpreted as a test of parameter constancy [Chesher (1984)]. Such an
interpretation seems well-supported as the coefficient estimates of f are
extremely unstable ranging from negative to positive significant. Serial
correlation and ARCH errors are detected for the period 1974-1977. The
RESET test also indicates misspecification. The INFO and RESET tests
indicate substantial problems with the specification for the 1976-1979
subperiod.

3.4. United Kingdom

As has been the case for France, Italy and Japan, there is at least one
period for which the estimated regression equation ‘passes’ all of the
diagnostic tests (at the five percent level). This is 1978-1981 in the U.K. case
and the unbiasedness hypothesis is strongly rejected for that period. The
remaining subsamples (and full sample) show evidence of some serial
correlation (AUTO or AUTOy) or reject the null for the INFO and RESET
tests. The parameters appear particularly unstable with the estimated coeffi-
cient of f ranging from a large negative significant value to a positive
insignificant one. The estimated coefficient of « can either be negative or
positive but is never significant. As an indication of how incomplete
parameter significance testing can be, consider the time period 1974-1977.
The null hypothesis of unbiasedness is retained and yet there is ample
evidence of misspecification (AUTO, AUTOy;, INFO and RESET). Obvious-
ly in such a situation the results from parameter significance testing can be
highly misleading. Finally, contrary to the results thus far, heteroskedasticity
does not seem to pose a problem for the United Kindom data.

3.5. West Germany

For all subsamples as well as the full sample we are unable to reject the
hypothesis of unbiasedness (at the five percent level). Unlike the United
Kingdom results, the estimated equation is statistically appropriate for the
period 1974-1977, but again it is the only one. The specification for the
period 1976-1979 is rejected by AUTO,, H, ARCH and INFO. Hetero-
skedasticity is present in all periods except for 1974-1977. The estimates of
are highly variable over the different subperiods, and the coefficient estimate
of « is significant only when it is positive (compare the Italian case).

4. Concluding remarks

Unbiasedness is a joint hypothesis which embodies several components
including a zero risk premium, market expectations which are rational, and
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competitive markets with negligible transactions costs. This cross-country study
examines and compares the statistical properties of a popular regression
equation for testing the unbiasedness hypothesis in the thirty-day forward
foreign exchange market. Diagnostic tests on each country’s test equation
indicate that estimation over the entire sample period is inappropriate.
There is strong evidence to suggest that there are structural instabilities
in both the systematic and stochastic components. Therefore, to avoid
misleading conclusions, it is important to isolate statistically ‘acceptable’
specifications prior to parameter significance testing.

For each country, there is at least one subperiod which admits a
statistically adequate regression equation. For these periods, the French and
United Kingdom data always reject the unbiasedness hypothesis, whereas the
null is retained for the Japanese and West German cases. The Italian results
are conflicting in that the null hypothesis is rejected for the 1976-1979 period
but is retained for the 1978-1981 period.

Although we have found that for some countries there are occasions in
which specification (1) is satisfactory, the overall impression is that, as it
stands, it is statistically inadequate. Determining the precise source of the
rejection is likely to prove very difficult. As is well known, tests for
misspecification can only detect an inadequate specification and thus cannot
be expected to provide a reliable guide to re-specification. However, there
have been some recent studies which have investigated alternatives which
might shed some light on the problem. Common to each of these is the
recognition that specification (1) is incomplete.

Possible alternatives considered in the literature include: (i) the error terms
are heteroskedastic, (ii) the existence of a time-varying risk premium, (iii) the
‘peso problem’, and (iv) unexploited profit opportunities. We will briefly
discuss these alternative ‘explanations’. However, it should be kept in mind
that this discussion is intended to stimulate further inquiry, and should not
be interpreted as conclusions following from the empirical results presented
above. Judgements about alternative models must be suspended until empir-
ical analysis of the specific alternatives is undertaken.

One possible source of the statistical inadequacy of the test relation (1) is
the presence of heteroskedasticity. Under the unbiasedness hypothesis, the
errors need not be homoskedastic so that the ieast squares estimaie of the
covariance matrix may be inconsistent. It is unlikely that all the misspecific-
ation reported above is due to ignored heteroskedasticity. Tests robust for
heteroskedasticity reveal that there is also some serial correlation present in
the residuals which constitutes evidence against the null. Furthermore,
studies by Gregory (1985) and Hansen and Hodrick (1980 and 1983), using
heteroskedastic-consistent covariance matrices, indicate a rejection of the
parameter restrictions implied by unbiasedness for test equations like (1).

Perhaps the most frequent explanation for the rejection of unbiasedness
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[and the presence of specification errors in eq. (1)] is the existence of a time-
varying risk premium. In that case, estimating eq. (1) could result in
significant statistics for many of the diagnostic tests which we have applied.
A popular current research strategy has been to include, in (1), variables
which purport to capture some element of a time-varying risk premium [see,
for example, Domowitz and Hakkio (1985), Hansen and Hodrick (1983),
Hodrick and Srivastava (1984), and Korajczyk (1985)]. Overall, the empirical
evidence presented thus far suggests that the risk premia which have been
modelled may not account for all the misspecification in eq. (1). Nevertheless,
incorporating additional features of the risk premia may be worthwhile.

The ‘peso problem’ or rational expectations of a drastic policy regime shift,
such as a major devaluation which does not materialize during the sample
period, is another possible source of rejection of the unbiasedness hypothesis.
While there is some discussion of this phenomenon in the literature [see, for
example, Krasker (1980)], there has been very little empirical testing to verify
the quantitative importance of the ‘peso problem’. It is possible that the
INFO test results presented above are detecting structural shifts due to this
problem.

Finally, the existence of some inefficiency in the forward market that leads
to unexploited profit opportunities could introduce serial correlation (last
period’s forward premium prediction error is correlated with that of this
period) and thus imply a rejection of the unbiasedness hypothesis. Research
into this alternative has included the out-of-sample risk-return tradeoff of
filter rules [Dooley and Shafer (1976), (1983)], and the profitability of trading
strategies [Bilson (1981), Hodrick and Srivastava (1984), and Longworth,
Boothe and Clinton (1983)]. '

Certainly, the presence of misspecification implies the need for an alterna-
tive hypothesis derived from a (possibly more general) stable model
Nevertheless, the unbiasedness hypothesis per se is an interesting hypothesis
— especially for macro model builders who require proxies for spot exchange
rate expectations. In those cases for which (1) is an ‘acceptable’ test relation,
we were able to reject unbiasedness for some countries but not for others.
This suggests that country-specific models might be required. For example, in
terms of underlying economic structure, the behaviour of the monetary
authority couid be an important determinant of a time-varying risk premium.
However, those rejections of unbiasedness could alternatively be the result of
cross-country differences in speculative behaviour and/or institutional
features. Separating the components of the joint hypotheses inherent in the
unbiasedness hypothesis remains an important direction for research.
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