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When the assumption of constant risk premiums is relaxed, financial valuation models may be 
tested, and risk measures estimated without specifying a market index or state variables. This is 
accomplished by examining the behavior of conditional expected returns. The approach is 
developed using a single risk premium asset pricing model as an example and then extended to 
models with multiple risk premiums. The methodology is illustrated using daily return data on the 
common stocks of the Dow Jones 30. The tests indicate that these returns are consistent with a 
single, time-varying risk premium. 

1. Introduction 

The past twenty years have witnessed numerous empirical examinations of 
the Capital Asset Pricing Model (CAPM); examples include Black, Jensen and 
Scholes (1972) Fama and MacBeth (1973) and Gibbons (1982). Like much 
empirical work on asset pricing models, these examples suffer from three 
methodological shortcomings: (1) expected returns are assumed to remain 
constant over some period of time, (2) the market portfolio of risky securities 
must be observable, and (3) evidence on the validity of more general asset 
pricing models [e.g., Merton (1973) Long (1974) or Breeden (1979)] is not 
provided. 

While returns may contain a predictable component in an efficient market 
[see Fama (1976, p. 149) for an illustration], the empirical literature has not 
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fully explored the implications. For example, most tests of the CAPM have 
focused on the cross-sectional relation between unconditional expected returns 
and ‘betas’, but the underlying theory refers to moments conditional on 
available information. While these conditional expectations may change over 
time, empirical studies of asset pricing have not utilized this time series 
behavior when testing cross-sectional models of returns. The present paper 
represents a step in this direction, and it suggests that there are further 
opportunities to refine empirical methodology along these lines. By relaxing the 
assumption of constant risk premiums, tests of asset pricing models are 
developed which do not require identification of the market portfolio or state 
variables. The methodology is constructive because, having rejected a particu- 
lar asset pricing model, the tests can indicate a more appropriate specification. 

The cost of obtaining these advantages is the assumption of ,a model for 
conditional expectations. Given the problems associated with a market proxy 
[Roll (1977)] and empirical evidence which suggests changing expected returns, 
allowing non-constant risk premiums is an attractive approach. Moreover, the 
particular model of expectations employed (a linear regression model) is fairly 
general, robust to certain misspecifications, and amenable to statistical verifica- 
tion. 

The second section of this paper explains the suggested methodology using 
the traditional [Sharpe (1964) Lintner (1965)] version of the CAPM as an 
example. Section 3 extends the approach to models with multiple risk pre- 
miums. In the fourth section, the procedure is illustrated by conducting tests 
on the individual common stocks of the Dow Jones 30. Section 5 concludes the 
paper and presents some suggestions for future research. 

2. Testing the capital asset pricing model: 

If z,:, is the available information 

version of the CAPM states 

where 

t,, = 
R,, = 

R,, = 
F,, = 

E(W,*,) = P,rJk,:,,IZ,~,)~ (I) 

return on asset i realized time 1; 
return on the market portfolio of risky assets (not necessarily available 
to the econometrician); 

An example 

at time t - 1, the Sharpe-Lintner 

riskless rate of interest (observable at time t - 1); 
A,, - R,, is the ‘excess return’ on asset i; 

L- R,, is the excess return on the market portfolio; 
conditional covariance between the return on asset i and the market 
portfolio divided by the conditional variance of the market portfolio 
return. 
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Eq. (1) specifies a linear relation between conditional expected returns on all 
securities and that of the market portfolio. Since (1) holds for all assets, it 
holds for asset i = 1: 

E(LlZ,:,) = P,,E(Cn,IZ,~,)~ (2) 

Combining (1) and (2) and assuming pi, f 0 yields, for all i, 

E(W,*,) = (P,,/Pl,)E(~l,lZ,*,). (3) 

Thus, the CAPM implies a linear relation across securities’ conditional 
expected returns that does not involve the expected return on the market 
portfolio. If betas are constant, eq. (3) implies that shifts in expected excess 
returns must be proportional. If expected excess returns, given Z,E1, are also 
assumed to be linear: E(F,,lZ,?,) = S:‘Z,T,, then eq. (3) implies 6,* = 
(p,,/p,,)S:. Such a cross-sectional restriction is testable.’ 

Despite the appearance of the example, the approach does not require the 
full information set Z,tl. To see this, assume that expectations are rational 
(that is, mathematical conditional expectations), and consider a vector of 
information variables Zr_l, a subset of Z,tl. Assume also that ratios of betas 
are constant, given Z,_ 1. The ‘law of iterated conditional expectations’ and eq. 
(3) then imply * 

E(F,,IZ,-,) = (P,,/P1,)E(~l,IZ,-l), vi,t. (4) 

Even if the econometrician overlooks some of the variables in Z,!,, eq. (4) 
indicates that a subset of information can still provide a legitimate, although 
perhaps less powerful, test of the CAPM.3 Hence, an investigator may select 
variables for Z,_ 1 so that the model for conditional expectations appears to be 
well-specified. 

This approach allows expected returns to vary but assumes risk measures of 
the securities examined are constant conditional on the test information Z,_ 1. 

IHall (1981) and Hansen and Singleton (1983) independently conduct tests of a consumption- 
based asset pricing model which are similar in spirit to the approach taken here. They assume 
stationary Joint lognormality of consumption and asset prices and constant relative risk aversion. 
Ferson (1983) applies similar methodology to test consumption models with constant relative and 
absolute risk aversion. 

*Eq. (3) implies eq. (4) because E(E(i,,IZ,Ct)1Z,_t} =E(i,,lZ,_t) and ratios of betas are 
assumed to be constant over Z,_ ,. 

‘Alternatively, standard regression theory for ‘left-out variables’ bias implies that the coefficients 
using Z,- , are related to those using Z,? 1 in such a way as to preserve the parameter restriction 
on a subset of information. This is shown in Gibbons and Ferson (1984, app. B), a working paper 
which differs from the present paper by the addition of two appendices. 



The tests are not invalidated if the ‘true’ risk measures (given Z,* ,) are 
changing over time.4 Since the tests build on the assumption that expected 
returns fluctuate, they represent a natural extension of the usual assumptions. 

Most empirical work on the CAPM has assumed constant expected returns 
and covariances although the asset pricing theory does not require this 
stationarity.” Earlier studies recognized the importance of their stationarity 
assumptions, and these same studies found evidence of changing expected 
returns. Black, Jensen and Scholes (1972) for example, point out that constant 
betas justify grouping assets on beta estimates from a prior subperiod. Black, 
Jensen and Scholes also stressed that mean excess returns on the zero-beta 
portfolio seemed to be non-stationary over time. Fama and MacBeth (1973) 
also found substantial variation over time in estimates of market risk prr- 
miums. 

Unconditional moments can be constant when conditional expectations are 
changing over time, so the existence of changing expected returns need not 
invalidate traditional approaches. However, tests using unconditional moments 
ignore information that may influence expected returns and such tests require a 
specification of the market portfolio. Consider, for example, a model with 
constant expected excess returns. If E( F,,lZ,r t) = E( F,), then ratios of betas are 

just identified in eq. (4); they must equal ratios of unconditional mean excess 
returns. Such a condition does not place any restrictions on observable data 
without the market portfolio. When covariances with a market portfolio are 

specified, then the cross-sectional relation of unconditional excess returns has 
empirical content. If conditional expectations of returns in eq. (4) are changing 
over time, then the CAPM provides a testable restriction (given at least two 
elements of Z,_ t) even without observing the market portfolio. These restric- 
tions form the basis of our tests.6 

For the remainder of the paper conditional expectations of returns are 
assumed to be linear in the test information. That is, 

~,,=8:Z,_l+i2,,. Vt= l,.... T, i =O,.... N, (5) 

4 In particular. the ‘true’ market portfolio weights as well as the ‘true‘ betas. may change over 
time Conditional on the test mformation Z,_ ,. expectations may shift with the mean of the 
market portfolio and the covanance matrix of returns may change over time. While the ratio of 
betas given Z, , is assumed constant. this assumption need not imply constant market weights 

‘E.g.. see Constantinides (1980) 

‘Chcng and Cirauer (1980) have developed tests of the CAPM which do not rely on observing 
the market portfolio. Assuming that market prices are set period by period with the same mean 
returns and covariances implies that equihbrium asset prices are linearly related through time. This 
implication is testable using only three assets and three observation periods.. Rosenberg and 
Ohlhon (1976) also noted that stationarity of return distributions and portfolio separation place 
severe restrictions on asset price changes. Unfortunately, neither of these studies distinguish 
between the information set available to market participants and the information subset used in 
empirwal work. As long as the return distributions given Z,?, are changing over time, the 
restrictions developed in these IWO studies need not hold. 
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where 

A,, = return on asset i in period t; 

Z t-1 = a vector of L variables available at I - 1 which are used to form 
expectations of ii ,,; 

6, = an L vector of regression coefficients; 

fi,r = forecast error in period t for asset i with the property that 
E( n,,lZ, 1) = 0. 

This specification is fairly general in that Z,_ I may include any transformation 
of a predetermined variable which results in a well-specified linear regression 
model. Furthermore, the statistical model need only apply to the assets under 
study, not the entire population of assets or the market portfolio. 

Note that eq. (5) is not a multivariate analogue to a ‘market model’ because 
the regressors Z,_, are not revealed contemporaneously with returns. Rather, 

Z ,_I is a subset of information about the distribution of time t returns that 
was available when prices were formed at time t - 1. The elements of Z,+ 1 
may be correlated with but are not necessarily equivalent to the state variables 
in a dynamic asset pricing model. 

The linearity of conditional expectations in (5) seems to be a mild condition. 
For example, stationary joint normality of the returns ii,, and the information 
Z ,~ I guarantees the specification. Multivariate normality of asset returns given 
available information motivates a derivation of the CAPM. Furthermore, Long 
(1974) relied on normality to derive his intertemporal model, and instanta- 
neous normality is assumed in the continuous-time asset pricing model [e.g., 
Merton (1973) Breeden (1979)]. Most importantly, the specification of (5) is 
testable for a given Z,_ 1 by standard diagnostic tests for a multiple regression 
model. 

To summarize the approach, consider the case of the CAPM. If the riskless 
rate R,, is a component of Z,-,, then (5) implies the expectation model will 
also hold in excess returns, 

F,,=b:Z,_,+ii,,, Vi,t. 

where the coefficients 8, differ from the original 6, in eq. (5). Taking the 
conditional expectation of (6) implies 

E(i’-,,IZ,_,) = &'Z,_ 1, Vi, t. (7) 

Selecting a ‘reference’ asset j = 1 (without loss of generality if PI f 0) and 
substituting into both sides of (4) from (7) yields 

(b, -(p,,/p,,)8,)‘Z,_, = 0, for all realization of Z,_, and Vi, (8) 
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Eqs. (6) and (9) together suggest the following test: 

?,,=b,!Z,_,+G,,, Vi=0 ,..., N and t=l,..., T, 

Ha: $,=c,i$i, Vi# 1, (IO) 

Under the null hypothesis, the restriction (9) reduces the dimension of the 
parameter space of regression coefficients in (10) from (N + 1)L to L + N, 
where L is the number of variables in Z,_ 1. 

If a researcher is willing to identify a portfolio as the market portfolio, the 
CAPM hypothesis implies an additional testable restriction in system (9) by 
equating the proportionality coefficients c,i with ratios of market betas: 

where 1,, is the unexpected return, given Zl_l, on the ‘market’ index.7 

Restriction (11) may be imposed on the system (10) to test for conditional 
mean-variance efficiency of a particular portfolio m. 

If L, the dimension of the information vector Z,_l, equals one, then H, in 
(10) does not provide an over-identifying restriction to test unless the propor- 
tionality coefficient c,i is specified as in (11). When L is greater than one, (10) 
alone implies testable parameter restrictions across the regression equations 
[although the magnitude of the coefficients c,i (i Z 1) are unrestricted]. 

3. Testing multiple-factor asset pricing models 

The tests in section 2 may be extended to more general asset pricing models 
of the form 

E(ji,,lZ,-,)=E(ii,,lZ,-,)+ 5 Plh[E(~hr-iiO,lZ,-l)l, vi, (12) 
h-l 

where 

i?,, = return on K ‘hedge portfolios’ (h = 1,. . . , K) not necessarily observ- 
able by the econometrician; 

‘Because the ratios of betas given Z,_, are assumed to be constant in (ll), it is easy to show 
they are equal to the unconditional beta ratios. 
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a measure of risk proportional to the conditional covariance between 

asset i and hedge portfolio h; 
return on a portfolio that is uncorrelated with the hedge portfolios. 

Eq. (12) is similar to the Merton (1973) and Cox, Ingersoll and Ross (1978) 
continuous time models; the Black (1972) Long (1974) Dybvig (1983) and 
Grinblatt and Titman (1983) discrete time models; and (with the equality 
holding approximately) the Ross (1976) arbitrage pricing model.8 

The following proposition derives testable implications of the asset pricing 
model (12) given the specification of the regression model (5). 

Proposition. Given eq. (5) as the model of conditional expectations, choose 
K + 1 observable portfolios whose coefficient vectors 8, ( j = 0,. . . , K) are not 

linearly dependent. The asset pricing hypothesis (12) implies the following restric- 

tions on the remaining N - K regression coefficients of (5): 

ai= 5 ci,6J> Vi= K+ l,..., N, (13) 
J=o 

where 
K 

C c-,~= 1, Vi. 

J-0 

Proof. See the appendix. 

The proposition shows that the ‘K-factor’ model (12) may be tested by 
straightforward generalization of the example in the last section. Eq. (13) 
provides testable restrictions on the parameters of the multivariate regression 
(5), provided N + 1 assets (where N > K) and L (where L > K) pre- 
determined instruments are available. The K + 1 hedge portfolios of eq. (12) 
need not be observed because the regression coefficients of (N - K) assets (i.e., 
i=K+l ,..., N) are restricted in terms of the first K +,l reference assets. 

The logic of the test is that the unrestricted regression (5) projects expecta- 
tions onto a space of dimension L, while the equilibrium model implies that 

“Note that eq. (12) is stated in terms of expectations and risk measures conditioned on Z,.. ,, 
not the market information set Z,*_,. Such a model follows irom the first-order condition of a 
representative agent’s consumption-investment problem: 

E{ ti,(l + i,,)(Z,Y,} = 1, Vi,t. 

where 6r, is a marginal rate of substitution of consumption between times I - 1 and r. [See 
Breeden and Litzenberger (1978). Cox, Ingersoll and Ross (1978), Lucas (1978). Grossman and 
Shiller (1982) and Hansen and Singleton (1983) for examples.] Taking the expected value of the 
above equation given Z,_ 1 and performing some algebraic substitutions yields a single-consump- 
tion-beta model based on a subset of market information [see Hansen, Richard and Singleton 
(1981)j which may then be expanded to a multiple-beta model like eq. (12). [A demonstration of 
the latter result is available by request to the authors.] 



expected returns are spanned by a basis of dimension K + 1. Thus, each 6, 
(i = K + 1,. . . , N) must be equal to a linear combination of S,, S,, . . . ,6,. 

Once an econometrician picks the L elements for Z,_ ,, restriction (13) may 
be tested for different values of K. This provides a constructive test of asset 
pricing models in that particular values of K may be rejected in favor of other 
values. 

The suggested methodology assumes that conditional risk measures are 
constant to focus on the implications of changing expected returns. This 
represents an intermediate position between using only the unconditional 
moments and the more difficult task of modeling non-stationarities of both 
expected returns and covariances. However, theory suggests that risk measures 
may change as functions of a set of state variables,’ so the exact relation of a 
model like (12) with constant risk measures to the underlying theory is not 
clear. In particular, a test for the number of priced factors K is difficult to 
interpret because (12) can often be collapsed to a model like that of Breeden 
(1979) with a single changing consumption beta.” 

A full treatment of the issues associated with non-stationarity is, of course, 
beyond the scope of this paper. One interpretation of a changing consumption 
beta is available, however, if the conditional covariance matrix of asset returns 
is assumed to be constant.” In this case, changes in consumption betas depend 
on changes in the composition of a ‘consumption hedge portfolio’. Assuming a 

single consumption-beta model and the existence of a portfolio (the consump- 
tion hedge portfolio) whose payout is perfectly correlated with the aggregate 
marginal rate of substitution of consumption over time, it can be shown that 
the multiple-factor model (12) will hold with K constant risk measures if and 
only if the consumption hedge portfolio return may be obtained as a (possibly 
non-constant) combination of a riskless asset and K ‘mutual funds’ which 
maintain constant portfolio weights on the risky assetsI Because the changing 

‘Breeden (1979) and Cornell (1981) note that consumption betas are non-constant. Cornell 
emphasized that this instability in beta may make direct tests of Breeden’s model difficult to 
accomplish. 

“‘In general. the risk measures of a ‘K-factor’ model like (12) may also change through time. 
Houcver. the case where (12) has constant risk measures while the consumption beta is changmg is 
in the spirit of Cornell’s (1981) comment. 

“This assumption is convenient for a particular interpretation, but is not required for the 
methodology. Risk measures in (12) can be constant without precluding a changing conditional 
covariance matrix. For example. in Stambaugh’s (1983) arbitrage pricing model the relevant risk 
measures are unconditional second moments, and expectations may change with information 
MaCurdy (1981) presents econometric techniques which could be applied to test the restrictions 
(13) when the conditional covariance matrix of asset returns is changing over time. In the empirical 
work that follows. more familiar techmques are employed, which do assume a constant conditional 
covariance matrix. 

“A proof of this result is available by request to the authors. 
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consurr_Ttion beta is a linear combination of the K constant risk measures, filhT 
of (12), a rejection of the restrictions (13) can be interpreted as evidence that 
more than K constant risk measures are required to model the non-stationarity 
of the consumption beta. Of course, such an interpretation assumes that no 
violation of the maintained statistical assumptions causes the rejection of (13). 

4. Empirical application to daily stock return data 

This section illustrates the methodology using daily returns on common 
stocks for 196221980. There are several reasons for selecting daily as opposed 
to (say) monthly returns. Many financial equilibrium models rely on continu- 
ous time [e.g., Merton (1973) Breeden (1979)]? so temporal aggregation bias 
can be reduced with data sampled over short time intervals. Daily data also 
provide many observations without requiring constant conditional betas over 
long periods of calendar time. Given the large sample sizes made possible with 
daily data, test statistics should closely approximate their asymptotic distribu- 
tions. Therefore, concerns about the finite sample properties of alternative test 
statistics are not as relevant here as in studies that employ monthly returns. 
However, methodologies that require a market index present difficulties using 
daily data. Since market proxies include assets which trade infrequently, 

reliable measures of covariation between a market return and even a highly 
traded asset are difficult to obtain. Because the proposed methodology does 
not require the market portfolio, the infrequent trading problem [e.g.. Scholes 
and Williams (1977)] can be circumvented if the assets under study are 
frequently traded. The following tests are conducted with the individual stocks 
of the Dow Jones 30; the trading frequency of these should be quite high. The 
first column of table 1 provides a list of the firms. 

The tests require predetermined variables to model expectations of returns. 
Fama (1976, ch. 5) has emphasized that most tests involve a joint hypothesis of 
market efficiency and the conditions which characterize market equilibrium. 
An historically important example is the assumption that equilibrium prices 
are set so that expected returns are constant over time: E( R,,jZ,P 1) = E( ii,). 
In this case, returns are uncorrelated with all predetermined variables and 
6, = 0 in eq. (5) [except for an intercept]. Assuming constant expected returns 
and finding 6, f 0 in (5) are inconsistent with market efficiency. However, by 
assuming efficiency, statistical association of returns with a predetermined 
variable is evidence that expected returns are changing; the present study 
adopts this view. If the regression model (5) is well-specified, then any 
predetermined variable can legitimately be used in the tests. The instrumental 
variable need not represent an information event or a state variable as these 
are usually thought of; it is sufficient that changes in risk premiums and 
therefore ex post returns be correlated with the variable. Furthermore, an 
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instrument may be measured with error provided the measured value is 

publicly available information.13 
Researchers in finance are increasingly sensitive to changing expected re- 

turns. Merton (1980), for example, considers several models of changing mean 
returns. Fama and Schwert (1977) found autocorrelation in bond returns and 
correlation of stock returns with predetermined measures of expected inflation. 
Fama (1981, 1984) has presented evidence of predetermined variables that are 
correlated with stock returns and of predictable variation in Treasury bill risk 
premiums. Much of the evidence on ‘anomalies’ and seasonality in security 
returns is consistent with changing expectations. 

Fama (1965) examined daily returns on the Dow Jones 30 common stocks 
for 1957-1962, finding statistically significant autocorrelations. The sample 
autocorrelations of the 30 stocks were predominantly of the same sign for a 

given lag; a pattern Fama suggested could result from autocorrelation of the 
market index, combined with contemporaneous association of each return with 
the index. Such behavior is expected if the CAPM holds over time with 
changing expected returns on the market portfolio. 

Fisher (1966) pointed out that infrequent trading can induce spurious 
negative autocorrelation in the measured returns of individual assets, and 
positive autocorrelation in measured portfolio returns. If a serial dependence 
of measured returns is spurious, then the true expected returns may not be 
changing. However, consistent with results of Fama (1965) and Keim and 
Stambaugh (1984) the first-order autocorrelations of the individual Dow Jones 
30 daily stock returns are predominantly positive. This is consistent with the 
conclusion of Smirlock and Starks (1983) that non-trading problems are 
unimportant for the Dow Jones 30. 

As suggested by previous empirical evidence, a lagged return of a large 
portfolio of common stocks serves as one of the predetermined variables.14 The 
portfolio contains some stocks which trade infrequently, and its measured 
return will no doubt contain error. However, since the lagged return is 
employed as an instrument and not as a ‘market portfolio’ proxy, such error 
will not be a problem if the regression model (5) is well-specified. 

French (1980) and Gibbons and Hess (1981), among others, have noted that 
the day of the week helps to predict stock returns. In particular, the evidence 
suggests that mean stock returns on Monday are not only lower than on other 
days, but frequently negative. 

“Given the maintained assumptions of the test if restriction (13) holds for the public informa- 
tion Z,_t, then it must also hold for any subset including the known values of variables measured 
with error (see footnote 3). 

14This index is the value-weighted index of common stocks listed on the New York Stock 
Exchange (provided by the Center for Research in Security Prices [CRSP] of the University of 
Chicago). 

J.F.E C 
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The shift in mean returns on Monday is still a puzzle, despite many recent 
attempts to explain it. Keim and Stambaugh (1984) for example, conduct tests 
with different measures of daily returns, including returns based on bid prices 
of actively traded over-the-counter stocks. They reject exchange specialist- 
related explanations of the Monday effect as well as other measurement error 
explanations. Smirlock and Starks (1983) find the Monday effect persists for 
the Dow Jones 30 whether daily returns are measured from close-to-close or 
from mid-day prices. Lakonishok and Levy (1982) conclude that adjusting for 
the settlement period of stock transactions does not explain the low mean 
returns on Monday. 

Furthermore, a Monday effect is observed in other assets. Gibbons and Hess 
(1981), for example, observed a similar pattern in the Treasury bill market. 
Persistent negative returns for many assets on Mondays seem inconsistent with 
the CAPM and risk aversion because it suggests that expected returns on the 
market portfolio can be negative. Therefore, the use of a Monday effect 
variable should enhance the power of the tests to reject the ‘single-factor’ 
model [K = 1 in eq. (12)].15 The second predetermined variable in the tests that 
follow is a dummy variable for the day of the week (D, = 1 if the day is 
Monday, otherwise D, = 0). 

For the overall period from August 17, 1962 to December 31, 1980, table 1 
shows the results of ordinary least squares (OLS) regression of each of the Dow 

Jones 30 stocks’ daily returns on the lagged stock index (R,,,. ,_ ,). the Monday 
dummy (D,), and an intercept. Consistent with findings of previous studies, the 
table shows that coefficients on the dummy variable for Monday as well as the 
lag of the CRSP Value-Weighted Index are almost always statistically signifi- 
cant. The t-ratios and the magnitudes of the coefficients are generally smaller 
for Monday than for the lagged index returns, and the portion of the variation 
in returns left unexplained is very high. The coefficient of determination is 
always less than five percent. Given the unpredictable variation usually associ- 
ated with daily stock returns, small R-squares are to be expected. 

However, the statistics in table 1 suggest that Monday and a lag of a market 
index are useful predictors. The coefficient estimates appear to be quite precise, 
indicating that tests of constraints on the coefficients would be expected to 

151f the equilibrium mode1 has K > 1, then finding negative conditional expected returns on the 
market portfolio need not be mconsistent with risk aversion. Consider, for example. a two-factor 
Merton mode1 with wealth and a single state variable. Using Breeden’s (1979) symbology, the 
expression for the conditional mean excess return on the market is 

Pfn -r=(w/T”)o,f+ Vm,(Cs/C,.TM). 

Monday, of course, cannot be interpreted as a state variable but it is possible that the risk 
premium for a state variable is correlated with a Monday dummy. If the partial derivative of 
consumption with respect to the state variable is positive, the partial of consumption with respect 
to wealth is positive and the covariance of the market return with the state variable is sufficiently 
negative; then p, - r < 0. 
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Table 2 

F-statistics for the significance of the pre-determined variables in forecasting the returns on the 
individual firms of the Dow Jones 30, 1962-1980. The multivariate regression model has the form 

R,,=6,,,+6,0D,+8,MRM,_I+ii,,r Vi-0 ,..., 29, VI-1 ,..., T, 

where ki, = return on asset i for period t, D, = 1 if day t is a Monday and D, = 0 otherwise, and 
R,,_, = return on the CRSP value-weighted index for period t - 1. 

Subperiod 

HO. 

No. 6 -6 
H,: H,: a,, = 6,, - -&) - 0 

Of OD ID- .” - a,,, = 0 a,, = 8,, - = I&,&# - 0 so, = 6,, = - 6,,, - 0 
ohs. Fb Pb Fb Pb Fb Pb 

g/17/62- 
3/13/61 1148 1.931 0.0020 5 935 -1 5.911 _a 

3/14/67- 
11/15/71 1149 2.075 0.0006 8.185 _a 8.114 -1 

11/16,‘71- 
6/S/76 1149 2.@35 O.cQll 8.593 -1 8.484 _a 

6/9/75- 
12/31/80 1149 1.382 0.0833 8.838 _a 

“The null hypothesis can be rqecled at a slgnilicance level of less than O.ooOl. 
bF-statistics and p-values. 

8.807 _a 

have some power. Note, however, that the magnitudes of the coefficients 
appear to differ across securities in a roughly similar fashion for both of the 
predetermined variables. This is consistent with Fama’s (1965) earlier observa- 
tions and suggests that the behavior of conditional expected returns may reveal 
a dominant single factor. Table 2 further confirms the importance of the 
predetermined variables by examining their joint significance across the 30 
securities.‘6 

So far, only the validity of the statistical model has been examined. Condi- 
tional on this specification, implications of the financial model (12) may be 
tested. Recall that K+ 1 is the number of risk premiums when the ‘zero-beta’ 
portfolio is counted. For K greater than two, there are no testable restrictions 
since there are three predetermined variables in this application. 

Eq. (13) (for K = 1 and K = 2) provides the null hypotheses which are 
examined with likelihood ratio statistics. The likelihood ratio compares the 
generalized variance of the multivariate regression model (5) with and without 
the restrictions (13). The null hypothesis is rejected if imposing the restriction 

161n most textbook discussions on testing the general linear hypothesis for a multivariate 
regression model. the F-test requires multivariate normality, which may not be appropriate for 
daily data. Statistical inference about regression coefficients is still possible based on asymptotic 
theory if there are departures from normality. MaCurdy (1981) discusses the mild regularity 
conditions under which the results in tables 2 and 3 can be justified by quasi-maximum likelihood 
methods. 
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Table 3 

Likelihood ratio test of the restriction on the coefficients in table 1 implied by a one-factor asset 
pricing model (plus a zero-beta portfolio) and a two-factor asset pricing model (plus a zero-beta 

portfolio). The data consist of daily returns on Dow Jones 30, 1962-1980. 

Subperiod 

No. 
of 

obs. 

H,: Ha: 
One-factor Two-factor 

model” modelb 

X:, p-value X:7 p-value 

8/17/62- 
3/13/67 

1148 52.81 

3/14/67-d 1149 
11/15/71 

11/16/71-d 
1149 

6/8/76 

6/9/76- 

12/31/80 
1149 61.93 0.273 

56.19 0.468 

56.19 0.468 

Overall’ 227.18 0.428 51.74 0.995 

15.20 0.967 

18.27 0.895 

18.27 0.895 

_c c 

“The one-factor restriction is that 
1 

Vi=2 ,..., N, where cc,,=l, Vi, 

J-0 J-0 

and where S, is the vector of regression coefficients for company i 

bThe two-factor restriction is that 
2 

Vi=3 ,.._, N, where cc,,=l, Vi, 

J-0 

and where 8, is the vector of regression coefficients for company i. See the discussion of eq. (13) in 
the text for an explanation of this restriction. 

‘Program did not converge. 
dThe results for the second and third subperiods would differ slightly if further decimal 

positions were reported. 
‘The overall results sum up the independent &i-square statistics across the subperiods. The 

degrees of freedom in this case is the sum of the degrees of freedom in each subperiod. 

significantly increases the residual variance of the system. Gibbons (1982) uses 
a similar approach for a different hypothesis about asset pricing models. 

Table 3 summarizes the results of the tests. Estimation without the restric- 
tion was accomplished by ordinary least squares while estimation subject to the 
restriction utilized a modified Gauss-Newton algorithm.” The restrictions of a 
single-factor model with a zero-beta return are rejected with right-tail p-values 

“All estimation was performed using algorithms supplied by SAS Institute, Inc. 
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in the 27% to 60% range for each subperiod and for the overall period. Table 3 

suggests that the ‘two-factor’ model leaves the data virtually unrestricted.18 
These results differ from Gibbons (1982) who employed a likelihood ratio 

statistic for a different test of the CAPM. There are several possible explana- 
tions for this discrepancy. Stambaugh (1982) suggests that the finite sample 
properties of the likelihood ratio test (LRT) statistic may overstate the rejec- 
tion of the CAPM reported by Gibbons. Based on large numbers of daily 
return observations, the p-values for the LRT in table 3 are comparable in 
magnitude to Stambaugh’s results which use the Lagrange multiplier statistic. 

However, sample size is not the only rationale for results that differ from 
Gibbons (1982). Previous tests, including those of Gibbons, assume a specific 
index is the market portfolio, do not model changing expected returns and 
employ temporally aggregated returns data (typically using a monthly sam- 
pling interval). The CAPM could have been rejected in past work due to one or 
more of these problems, but the results in table 3 are not affected by these 
potential misspecifications. 

Sample design could be yet another explanation for the discrepancy with 
Gibbons’ (1982) results. For example, expected returns on the Dow Jones 30 
stocks may be better explained by a single-factor model than would the returns 
on a broader sample of assets. Tests of the CAPM have commonly employed 

portfolio grouping procedures to ensure cross-sectional dispersion of betas. 
Stambaugh’s (1982) results emphasize the importance of dispersion in the test 
assets in the context of the CAPM; this should be an important consideration 
for tests of other asset pricing hypotheses as well. One test of the cross-sec- 
tional dispersion of expected returns in the sample is to examine the hypothesis 

that (ai,, a,M, S,,) is the same across the assets.” If the coefficients are equal, 

then conditional expected returns on the sample of assets are identical func- 
tions of the instruments, and a single-factor model (with identical risk mea- 
sures) could not be rejected. 

The F-test of the null hypothesis that (6,D, arM, a,,,) is equal for each of the 
Dow Jones 30 produced p-values of 0.0051 or less in each subperiod.. This 
suggests that inadequate dispersion within the sample is not a serious problem 
and reinforces the acceptance of the single-factor model. 

As a further check, table 4 reports results of the Gibbons (1982) likelihood 
ratio test of the Black (1972) CAPM, using daily data and the Dow Jones 30 
stocks. This test does not model changes in expected returns and it requires a 
specification of a market portfolio (in this case, the CRSP value-weighted 

“In the fourth subperiod the w-factor model did not converge. This was the period in which 
the tests on the unrestricted regression did not reject the hypothesis that the coefficient of the 
dummy variable for Monday was equal to zero for all stocks. 

t9We are grateful to Bill Schwert and the referee for suggesting this test. 
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Table 4 

Likelihood ratio rests of the CAPM with a zero-beta asset using the method of Gibbons (1982). 
The test assets are the Dow Jones 30 and the CRSP value-weiahted index is the market nortfolio 

proxy. Daily returns from 1962-1980 are employed. The regression model has the f&m 

~,,=a,+&R,,+Z,,, Vi=0 ,..., 29, Vf=l,..., T, 

where-R,, = return on asset i for period r, and fi,,,, = return on the CRSP value-weighted index 
for period f. The likelihood ratio tests the hypothesis 

a,=~~(1 -a,), Vi=0 ,._., 29. 

Subperiod 

No. 
of 

obs. 

Likelihood ratio test statistic 

x2(29) p-value 

R/l 7,‘62- 
R/13/67 1148 16.07 0.97s 

3/14/67- 
11/15/61 1149 20.68 0.871 

11/16/71- 
6/8/76 1149 28.73 0.480 

6/9/76- 
12/31/80 1148 32.14 0.313 

“The number of observations in the last subperiod is one less than in table 3 because a lead 
value was created in this data set for purposes of computing Scholes-Williams estimates of betas 
(see footnote 20). 

index).20 Despite these differences, the results of table 4 reinforce those in table 
3. The null hypothesis is not rejected in any subperiod, and the p-values in 
tables 3 and 4 display a similar pattern across subperiods (largest in the first 
subperiod and smallest in the fourth). A comparison of the p-values indicates 
that the present methodology produces a slightly stronger rejection than does 
the Gibbons approach. This should not be surprising because the restriction of 
table 4 is an implication of the tests of table 3 when the market portfolio is 
observed and unconditional means exist. 

Compared with other CAPM tests, these results reinforce some of 
Stambaugh’s (1982) earlier conclusions. In particular, the results are consistent 
with a lack of sensitivity to the specification of the market portfolio and with 
the hypothesis that the LRT employed in Gibbons’s original tests was biased 
against the null hypothesis in small samples. 

“‘Recause infrequent trading of some of the stocks in the CRSP index will bias direct estimates 
of betas, we also conducted a test using a modification of Gibbons’ restriction for Scholes- 
Williams (1977) beta estimates. The results of this test were similar to those reported in table 4. 
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5. Conclusion 

Asset pricing models can be estimated and tested without observing the 
market portfolio or state variables. Avoiding a specification of these is a 
by-product of relaxing the assumption that risk premiums are constant. While 
changing risk premiums does require a model for conditional expected returns, 
a regression model permits standard specification tests and is robust to missing 
information. The methodology was applied to daily stock return data, and a 
single-factor asset pricing hypothesis could not be rejected in any of four equal 
subperiods from 1962 to 1980. Replicating the tests with Gibbons (1982) 
methodology produced similar results. 

Empirical studies in financial economics have typically studied cross-sec- 
tional relations among the unconditional moments of asset returns. While some 
evidence on securities’ time series characteristics exists, there have been few 
attempts to integrate models of changing expectations with the cross-sectional 
implications of asset pricing models. Yet applications of modern financial 
theory use such information to form conditional moments, and the models 
themselves are usually conceived in these terms. Existing methodology can be 
refined by focussing on conditional moments of asset returns; the present 
study is but a first step in this direction. Two examples of potential applica- 
tions and extensions of this approach are offered to suggest the possibilities. 

In the context of the CAPM, systematic risk has typically been measured by 
an asset’s covariation with a proxy for the market portfolio. Roll (1977) 
pointed out that the ranking of these ‘risks’ need not be the same as if 
measured relative to the true market. The suggested methodology avoids this 
problem by using the behavior of expected returns over time to estimate ratios 
of betas without observing the market portfolio. These security risk rankings 
are free from Roll’s criticism. 

New tests of the Arbitrage Pricing Model [Ross (1976)] or -exact factor 
pricing [Dybvig (1983), Grinblatt and Titman (1983)] could be developed in 
this framework. The statistical specification is general enough to allow a factor 

structure for the covariance matrix of unexpected returns. Tests could examine 
expected returns to see if they are spanned by a basis of a given dimension, 
corresponding to the factor structure. Since the testable restrictions derive from 
the dynamic properties of returns and do not depend on explicit identification 
of the underlying factors, such a methodology may be especially appropriate 
for this application. 

Appendix: Proof of the proposition 

To simplify notation, (12) may be written as 

h=O 
(14) 
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where 

h=l 

Substitute from eq. (5) for the conditional means in (14) to obtain 

[ ’ ,I, ‘1 Sj - C PlhGh Z,_, = 0 for all realizations of Z,_ 1, 

K 

-&,= c &hSh- 
h=O 

Writing this in matrix notation, 

where bA = {S,‘}; is an (N + 1) x L matrix of regression coefficients for the 
assets on the instruments Z,_l, BAH = { P,h)rh is the (N + 1) X (K+ 1) matrix 
of asset risk measures, and b, = { S;, } ,, is a (K + 1) X L matrix of regression 
coefficients for the unobservable hedge portfolios. Choose K + 1 observable 
‘reference’ assets (j = 0,. . . , K) and denote the submatrix of bA containing 

their regression coefficients as: { Sl}, = & = BrHbH, where BrH is the ap- 
propriate submatrix of BA H. The reference assets may be chosen in any fashion 

as long as BrH is non-singular. Premultiplying the last expression by B;,’ and 
substituting for b, into eq. (15) yields 

or equivalently, 

(16) 
J=o 

where 

{c,,}~,=~=B~~B;H! (17) 

Eq. (16) is identical to eq. (13) in the text. If the relevant hedging portfolios or 
state variables are specified, then eq. (17) imposes overidentifying restrictions, 
in addition to those of (16) on the parameters of a regression model like (5) 
which includes these hedging portfolios. [Eq. (17) is the multifactor extension 
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of eq. (II).] Rewriting the definition from (17) yields 

%, = BA tl’ 

Since C,“=&,, = 1 for all i, 

B,,,I = 1, 

where the vectors of ones, I, are assumed to be of the appropriate lengths. 

Thus, 

that is, 

i C,,=l, Vi. Q.E.D. 
J=o 
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