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Across many different contexts, individuals consult customer ratings to inform their
purchase decisions. The present studies document a novel phenomenon, dubbed
“the binary bias,” which plays an important role in how individuals evaluate cus-
tomer reviews. Our main proposal is that people tend to make a categorical dis-
tinction between positive ratings (e.g., 4s and 5s) and negative ratings (e.g., 1s
and 2s). However, within those bins, people do not sufficiently distinguish between
more extreme values (5s and 1s) and less extreme values (4s and 2s). As a result,
people’s subjective representations of distributions are heavily impacted by the ex-
tent to which those distributions are imbalanced (having more 4s and 5s vs. more
1s and 2s). Ten studies demonstrate that this effect has important consequences
for people’s product evaluations and purchase decisions. Additionally, we show
this effect is not driven by the salience of particular bars, unrealistic distributions,
certain statistical properties of a distribution, or diminishing subjective utility.
Furthermore, we demonstrate this phenomenon’s relevance to other domains be-
sides product reviews, and discuss the implications for existing research on how
people integrate conflicting evidence.

Keywords: online user ratings, information integration, binary thinking

Imagine you are on vacation looking for a tasty, local res-
taurant. Naturally, you might consult several customer-

rating websites. Website A shows many restaurants in the
area and, beside each one, presents the average customer rat-
ing (ranging from 1 to 5 stars). Website B summarizes the
same reviewer data, but also reports the frequency of each

reviewer score (i.e., the number of 5-star reviews, 4-star

reviews, etc.). The present studies seek to answer a simple

yet central question: Will people choose a different restaurant

after consulting Website A than after consulting Website B?
The results from 10 experiments suggest that, in fact, ex-

posure to a full distribution of scores may actually change
people’s representations and, as a consequence, their
choices. Specifically, we find that people tend to make a
categorical distinction between the positive ratings (4s and
5s) and negative ratings (1s and 2s). However, within those
bins, people do not sufficiently distinguish between more
extreme values (5s and 1s) and less extreme values (4s and
2s). Because of this, people’s subjective summary repre-
sentation of the distribution is impacted by the extent to
which the distribution is imbalanced—either top-heavy
(more 4s and 5s) or bottom-heavy (more 1s and 2s)—and
tends to ignore the extremity of those values. We dub this
effect the “binary bias” and demonstrate that it affects peo-
ple’s evaluations and purchase decisions.

The binary bias documented here makes a novel connec-
tion between two complementary streams of research.
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Specifically, we draw upon past research demonstrating
people’s tendency to rely on simplified heuristics when ag-
gregating information (Gigerenzer, Todd, and the ABC
Research Group 1999), as well as work demonstrating con-
sumers’ predisposition toward categorical or dichotomous
thinking when reasoning about continuous stimuli (Brough
and Chernev 2012). Consistent with the notion that the bi-
nary bias is driven by dichotomous thinking, we demon-
strate that the bias is attenuated when dichotomous cues are
removed (i.e., when the scale’s labels are changed) and is
accentuated when participants are primed with binary as op-
posed to continuous choices. We also demonstrate that the
phenomenon itself is not restricted to certain graphical dis-
plays, modes of presentation, or even purchase decisions.
For example, we show that the same pattern of results
obtains when individuals aggregate transcript grades and
make judgments about a student’s academic performance.

The remainder of this article is organized as follows: We
first review prior work on information integration and bi-
nary thinking, which provides the empirical support for
predicting the binary bias. Then, across several studies, we
use customer ratings as a case study of how the binary bias
affects decision making.

THEORETICAL BACKGROUND

Previous research has documented integration inaccura-
cies across a wide variety of tasks; however, the question of
how categorical thinking distorts the summary representa-
tion of conflicting evidence has not been directly examined.
People do not normatively integrate information across rele-
vant categories to make predictions, but instead tend to con-
sider only the single most likely category (Murphy and Ross
1994). When making intuitive judgments, people inaccu-
rately integrate the extremity of a piece of evidence (propor-
tion of heads in a series of coin flips) with the strength of
the evidence (number of total flips) (Griffin and Tversky
1992). And, in some cases, perceptual systems non-
normatively neglect alternative interpretations of ambiguous
stimuli (Fleming, Maloney, and Daw 2013). These findings
illustrate that the mind often fails to optimally integrate all
of the complexities of relevant information and instead uti-
lizes alternative, simplified strategies.

Several such strategies have been identified by previous
research. According to Anderson (1981), the way people
integrate information reflects a sort of “cognitive algebra,”
whereby summary representations are formed through sim-
ple computations, such as the weighted average. For exam-
ple, providing mildly positive information alongside highly
positive information leads to less favorable responses, sug-
gesting that the evidence is averaged and not added to form
a summary judgment (Anderson and Alexander 1971;
Troutman and Shanteau 1976). However, other research
has found that summary evaluations can be formed

implicitly by adding through the addition of weighted evi-
dence (Betsch et al. 2001). In certain cases, individuals
seem to not integrate information at all, instead relying on
only the single most diagnostic variable, a strategy called
the “take-the-best” heuristic (Gigerenzer, Todd, and the
ABC Research Group 1999). Computer simulations dem-
onstrate that this simple heuristic can match or even out-
perform much more complicated models in speed and
accuracy (Gigerenzer and Goldstein 1996; Hogarth and
Karelaia 2006).

Another related integration strategy is the tallying heu-
ristic (Gigerenzer 2004), where attributes are weighted
equally and added up until a threshold is reached.
Consumers in low-effort contexts use this type of decision
heuristic, as they favor products with more positive fea-
tures even if those features are of different levels of impor-
tance (Alba and Marmorstein 1987). Similarly, participants
choose payoff sets with more positive than negative
options even if the expected value based on the magnitude
of the payoff was lower (Payne et al. 2008).

The Binary Bias

Here we propose one particular process for integrating
information, especially information that spans seemingly
distinct conceptual categories. We dub this strategy the
“binary bias” and define it as the tendency to bin continu-
ous data into discrete categories, such as positive versus
negative ratings. Within each of these bins, the total
amount of evidence is tallied and people’s summary repre-
sentations reflect the degree to which one category out-
weighs the other.

Although this process has not been examined in the con-
text of consumer evaluations of products, there is some in-
direct support for the influence of binary thinking on
consumer behavior. In particular, people tend to simplify
complex information into discrete categories (Gutman
1982), which then influences their judgments and decisions
(Mogilner, Rudnick, and Iyengar 2008). For example,
when evaluating food options, people rely on dichotomous
categories like healthy/unhealthy and do not sufficiently
take into account quantitative aspects (i.e., calories). Thus
small amounts of high-calorie food are judged to have
more calories than a large amount of low-calorie food
(Rozin, Ashmore, and Markwith 1996). Relatedly, an un-
healthy food option plus a healthy food option are judged
as having fewer calories than the unhealthy food option
alone. Foods from opposing categories are averaged to-
gether, but when no categorical distinctions are present
they are added (Brough and Chernev 2012; Chernev and
Gal 2010). This illustrates how treating continuous data as
dichotomous can lead to distinct, and sometimes distorted,
patterns of reasoning.

We suggest that analogous binary thinking extends to
product ratings, which may be intuitively categorized as
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positive or negative. For example, when considering a dis-
tribution of product reviews, people intuitively distinguish
positive ratings (scores above the midpoint) from negative
ratings (scores below the midpoint). As a result, consumers
may not sufficiently distinguish more extreme values (5s
and 1s) from less extreme values (4s and 2s)—these quan-
tities are binned according to their initial categorization.
Their tendency to focus on whether the distribution has
more positive or negative ratings leads people to insuffi-
ciently consider the extremity of those values when form-
ing a summary representation of the data. Thus, the binary
bias contributes to an existing literature, which has shown
that the initial categorization of stimuli affects its percep-
tion. The present studies focus on dichotomous distinctions
(positive vs. negative) and specifically how those dichoto-
mous categories drive information integration.

The process of summarizing distributions of scores in a bi-
nary manner can be formalized into a single statistic we call
the “imbalance score.” A distribution’s imbalance score
equals the difference between the total number of positive rat-
ings (e.g., 5- and 4-star reviews) and the total number of neg-
ative ratings (e.g., 1- and 2-star reviews). Thus, the imbalance
score reflects the degree to which a given distribution is top-
heavy (more positive ratings than negative ratings) or
“bottom-heavy” (more negative ratings than positive ratings).
This can be contrasted with other possible methods of sum-
marizing data—for example, overweighting the most frequent
score (i.e., the mode) or accurately averaging values (i.e., the
mean). While the imbalance score can be thought of as an-
other type of summary statistic, it is a psychological con-
struct, as opposed to statistics such as the mean, which is a
mathematical construct. The imbalance score provides a way
of tracking perceptions based on binary thinking, but we
make no claims about its utility as a mathematical concept.

An Illustration: Five-Bar Histograms

Customer reviews provide an ideal test case for the bi-
nary bias. Online reviews are an important input for con-
sumer decision making (Chevalier and Mayzlin 2006).

Nearly all customer review services (e.g., Amazon.com,
TripAdvisor.com, Yelp.com) ask reviewers to provide a
numeric score that reflects their assessment of the product
or experience. With multiple reviews, this naturally results
in a distribution of scores. Rating services often summarize
these scores in terms of a measure of central tendency,
such as a mean. In many cases, however, consumers can
also see the full underlying distribution of scores (see
figure 1).

For example, product ratings on Amazon.com are ini-
tially presented as a single mean score (ranging from 1 to 5
stars) to allow comparison across products. However, by
clicking on a particular product, consumers are presented
the full distribution of scores (the percentage of 5-star
reviews, 4-star reviews, etc.) as well as the comments pro-
vided by each individual reviewer. The distribution of rat-
ings is most often presented graphically as a five-bar
histogram. Despite their prevalence and importance, rela-
tively little is known about how people integrate the infor-
mation provided by these sorts of graphical displays to
create a summary representation. As a result, there have
been several recent calls within the marketing literature for
further research on how online reviews are interpreted and
utilized by consumers (Simonson 2015).

Given the prevalence of five-bar histograms to commu-
nicate distributions of customer reviews, the present stud-
ies examine how consumers aggregate and interpret those
scores. Therefore, we examine five-bar histograms as a
case study of potential biases affecting consumer decision
making and the integration of information. We also demon-
strate, however, that the error in interpreting five-bar histo-
grams reflects a far more general phenomenon with
implications that extend beyond graphical displays and
purchase decisions.

THE CURRENT STUDIES

In the following studies, we document how the binary
bias affects consumer decision making across multiple

FIGURE 1

SAMPLE REVIEW DISTRIBUTIONS FROM AMAZON, TRIPADVISOR, GOOGLE, APPLE, FACEBOOK, AND YELP
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contexts. Specifically, study 1 demonstrates that data sets
with identical means may be evaluated very differently
based on their underlying distributions. Study 2 replicates
this effect and controls for other factors, such as the sa-
lience of particular bars in the distribution (i.e., the mode).
Study 3 demonstrates the binary bias using an incentive-
compatible design and study 4 does so using actual online
reviews. Study 5 shows that, in some cases, the binary bias
can even lead certain top-heavy distributions with lower
true means to be preferred over bottom-heavy distributions
with higher true means. Study 6 shows that when the true
mean is presented next to the distribution, the bias is still
evident, suggesting that exposure to the mean is not suffi-
cient to override the binary bias. Studies 7 and 8 provide a
test of the mechanism of categorical thinking and demon-
strate that imposing different categorical distinctions on
the rating values changes people’s summary representa-
tions. Study 9 offers converging evidence for the proposed
mechanism by showing that after people make dichoto-
mous as opposed to continuous judgments, the strength of
the binary bias increases. Finally, study 10 demonstrates
that the binary bias generalizes beyond graphical presenta-
tions of information and influences other summary esti-
mates, such as estimates of student achievement based on
transcript grades.

STUDY 1: EFFECTS ON PRODUCT
VALUATION

Study 1 demonstrates that products with identical mean
ratings can be valued quite differently depending on the ex-
tent to which the underlying distributions are
“imbalanced.” We presented participants with a series of
customer ratings in the form of five-bar histograms mod-
eled after the format used by Amazon.com. The histograms
all had a mean rating of 3 stars but differed in the extent to
which they were top-heavy (i.e., greater numbers of 4- and

5-star ratings than 1s and 2s) or bottom-heavy (i.e., greater
numbers of 1- and 2-star ratings than 4s and 5s) (see fig-
ure 2). Participants were asked to rate the products on sev-
eral measures of valuation (e.g., willingness to pay,
purchase intent). We predicted that despite no difference in
the true mean ratings, categorical thinking as captured by
the imbalance score would lead participants to value prod-
ucts with top-heavy distributions more than products with
bottom-heavy distributions.

Method

Participants. Two hundred forty participants (145
male; MAGE ¼ 33.92, SD¼ 10.87) from the United States
completed the study through Amazon Mechanical Turk
(MTurk). Each experiment contained a unique sample of
participants, who had not participated in any related stud-
ies. Informed consent was obtained from all participants
across all experiments.

Materials and Procedure. The stimuli consisted of 40
five-bar histograms, which were randomly selected from
all possible distributions, totaling 100% and with a mean
of 3 stars (N¼ 25, 753). Each participant viewed a (ran-
domly selected) subset of 10 of those figures. The figures
were presented one at a time (in a random order) and, for
each one, participants were told that the figure depicted
customer ratings for a given product. To enhance the gen-
eralizability of the findings, between-subjects we varied
the type of product to span a range of small to large pur-
chases. Specifically, participants were told that the ratings
were for boxes of candy (small purchase), sets of knives
(medium purchase), or cars (large purchase). For each
product, participants responded to the following randomly
ordered items on a 1–10 Likert scale: “How much would
you be willing to pay for this [product]? (Not a Lot–Very
Much),” “How likely would you be to buy this [product]?
(Very Unlikely–Very Likely),” “How would you expect

FIGURE 2

TOP-HEAVY (LEFT) AND BOTTOM-HEAVY (RIGHT) DISTRIBUTION FROM STUDY 1 (M¼3 STARS FOR BOTH DISTRIBUTIONS)
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your experience of this [product] to be? (Very Negative–
Very Positive),” and “How do you feel about this [prod-
uct]? (Very Unfavorable–Very Favorable).” These four de-
pendent measures were strongly correlated and formed a
reliable scale (a¼ .94).

Results and Discussion

Despite identical mean ratings across all of the products,
participants’ valuation varied dramatically. For the boxes
of candy, the scores ranged from 2.28 to 4.87 (SD¼ .68);
for the knives, they ranged from 2.26 to 5.06 (SD¼ .67);
and for the cars, they ranged from 2.09 to 5.97 (SD¼ .76).

To assess how the distribution itself impacted valuation,
we coded each figure in terms of the extent to which it was
top-/bottom-heavy. Specifically, we subtracted the total
number of 1- and 2-star ratings from the total number of 4-
and 5-star ratings. Thus, positive scores reflected top-
heavy distributions, while negative scores reflected
bottom-heavy distributions. We then conducted a linear
mixed-effects regression analysis using the lme4 and
lmerTest packages in R (Bates et al. 2015; Kuznetsova,
Brockhoff, and Christensen 2015; R Development Core
Team 2013), using the imbalance score as a fixed effect. A
comparison of models’ BIC revealed the product and the
product # imbalance interaction term as poor predictors,
suggesting that ratings and the effect of the imbalance
score were consistent across all product categories, so these
were dropped from the model. For random effects, we in-
cluded intercepts for subjects and items and by-subject ran-
dom slopes for the effect of imbalance. Since there is no
standard for calculating p-values in mixed-effects models
(Bates et al. 2014), we also computed bootstrapped 95%
confidence intervals (CIs) for the coefficients and tested
whether these CIs included zero. Throughout the studies,
we report standardized and unstandardized coefficients
(and standard errors). We found that the extent to which
the distribution was imbalanced significantly predicted
product valuation (b¼ .23, SE¼ .05, p< .001; b¼ .04,
SE¼ .01, 95% CI¼ [.02, .05]; see figure 3). See table 1 for
the full model.

STUDY 2: CONTROLLING FOR
GRAPHICAL FEATURES

Study 1 indicated that, despite having the same mean,
products with top-heavy ratings were valued by consumers
more than products with bottom-heavy ratings. It is possi-
ble that even though the means were held constant, the dif-
ference could arise due to other features of the figures.
Thus, the aim of study 2 was to address potential alterna-
tive explanations as well as explore downstream conse-
quences of binary thinking.

It could be that other statistical features of the distribu-
tions are driving the effect. For example, participants could

simply focus on the most frequent rating (i.e., the mode). If
their attention is drawn to the highest bar, then those rat-
ings could be disproportionately weighted and shift their
valuations. Additionally, given that the median of an array
of numbers can influence judgment (Parducci et al. 1960;
Smith, Diener, and Wedell 1989), a distribution’s median
could be predictive of participants’ valuations. We also
tested if the standard deviation or kurtosis (“peakedness”)
of the distributions explained participants’ responses. To
differentiate between these accounts, we presented partici-
pants with the same stimuli as in study 1. We also asked
them to report the bar that most captured their attention.
Our account predicts that imbalance scores will have an ef-
fect on valuation when we control for the effect of the
most salient bar as well as other statistical features.

FIGURE 3

BY-ITEM PRODUCT VALUATION AS A FUNCTION OF
IMBALANCE SCORE
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TABLE 1

MIXED-EFFECTS REGRESSION RESULTS FOR VALUATION
RATINGS IN STUDY 1

Fixed effects Estimate b (b) SE Bootstrapped 95% CI

(Intercept) 3.87 (.00) .13 (.07) 3.64 4.08
Imbalance .04 (.23) .01 (.05) .02 .05

Random effects Predictor variable SD

Grouping variable: Subject Intercept 1.10
Imbalance Slope .03

Grouping variable: Item Intercept .52

NOTE.— Observations: 2,400; subjects: 240; items: 40.
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Finally, we tested if the binary bias affects estimates of
the means as well as subjective evaluations. This compari-
son is interesting because there is obviously an actual
mean value for each distribution. Therefore, if these esti-
mates are biased we are able to quantify the extent to
which they differ from the true mean.

Method

Participants. Eighty participants (55 male; MAGE

¼ 36.20, SD¼ 10.60) from the United States completed the
study through MTurk.

Materials and Procedure. Study 2 followed the same
procedure as study 1, except that: a) since there were no
item differences found in study 1, participants considered
ratings only for one product category (cars); and b) partici-
pants were asked two additional questions: “Based on your
immediate judgment, on average, how many stars did this
product receive?” on a 1–5 sliding scale, which could be
adjusted to the hundredths decimal place. Participants were
asked to use their “immediate judgment” to discourage
them from actually calculating the true mean. Second, par-
ticipants reported, “Which bar in the graph most captures
your attention?” on a 1–5 Likert scale.

Results and Discussion

As in study 1, the four dependent variables formed a
highly reliable scale (a¼ .97). We conducted a linear
mixed-effects regression with product valuation as the out-
come variable and the imbalance score as the predictor.
The most salient bar (self-reported attention), statistical
mode, standard deviation, nonparametric skew (Arnold and
Groeneveld 1995), and kurtosis were included as covari-
ates. Since the median and parametric skew were signifi-
cantly correlated with imbalance score, they were not
included in the analysis. Each participant viewed a differ-
ent subset of distributions, so each subject’s average imbal-
ance score across the 10 items was also included as a
control variable. Intercepts for subjects and items, and
slopes for the by-subject effect of imbalance, were in-
cluded as random effects. Imbalance scores, b¼ .20,
SE¼ .04, p< .001; b¼ .03, SE¼ .01, 95% CI¼ [.02, .05],
and the most salient bar, b¼ .32, SE¼ .03, p< .001;
b¼ .46, SE¼ .04, 95% CI¼ [.37, .52], significantly pre-
dicted product valuation. See table 2 for the full results of
the regression analysis.

Additionally, participants’ estimates of the mean
(M¼ 2.99, SD ¼ .54) were predicted by imbalance score,
b¼ .27, SE¼ .04, p< .001; b¼ .01, SE¼ .00, 95%
CI¼ [.01, .02]. This result suggests that the binary bias not
only extends to summary representations that impact con-
sumer valuations, but also influences downstream statisti-
cal judgments. This result shows the effect is a bias in that

participants’ estimates of the mean deviated from the true
value.

Lastly, we analyzed whether the undersensitivity to the
difference between the 1- and 2-bar differed from the
undersensitivity to the difference between the 4- and 5-
bar. We conducted the same linear mixed-effects model as
above, but replaced the predictor of imbalance with fixed
effects for the low bars (1-barþ 2-bar) and high bars (4-
barþ 5-bar). As expected, the effect of low-end bars is
negative, b¼%.30, SE¼ .06, p< .001; b¼%.04,
SE¼ .01, 95% CI¼ [%.05,%.02], and the effect of high-
end bars is positive, b¼ .27, SE¼ .06, p< .001; b¼ .02,
SE¼ .01, 95% CI¼ [.01, .04], but furthermore, we found
little difference in their predictive strength, indicating that
participants are influenced by both the high end and low
end of the ratings, t(154)¼ 1.04, p¼ .30.

Importantly, the results of study 2 rule out the alternative
account that participants’ self-reported attention to a partic-
ularly salient bar solely explains the variance in responses.
It shows that other statistical features of the distributions
are not driving the effect. However, this study could not
rule out an effect of the median or parametric skew—a
point addressed in studies 7–9. Additionally, study 2
extends the previous finding to statistical judgments, dem-
onstrating that the effect is a bias. And lastly, the results
suggest the bias is symmetric in that the negative and posi-
tive reviews are weighted roughly equally.

STUDY 3: CONSEQUENTIAL PURCHASES

In studies 1 and 2, participants rated products in hypo-
thetical purchase scenarios. To increase external validity,
the aim of study 3 was to demonstrate the binary bias in an
incentive-compatible context. Will people still show the

TABLE 2

MIXED-EFFECTS REGRESSION RESULTS FOR VALUATION
RATINGS IN STUDY 2

Fixed effects Estimate b (b) SE Bootstrapped 95% CI

(Intercept) 2.97 (.00) .70 (.08) 1.63 4.49
Imbalance .03 (.18) .01 (.03) .02 .04
Attention .46 (.32) .04 (.03) .37 .54
Mode .07 (.05) .13 (.09) %.18 .34
Standard deviation %.18 (%.03) .27 (.04) %.81 .34
Nonparametric skew .10 (.05) .19 (.09) %.24 .42
Kurtosis %.04 (%.02) .09 (.04) %.23 .13
Subset imbalance .03 (.04) .05 (.08) %.06 .13

Random effects Predictor variable SD

Grouping variable: Subject Intercept .65
Imbalance Slope .06

Grouping variable: Item Intercept .06

NOTE.— Observations: 790; subjects: 79; items: 40.
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binary bias when real money is at stake as they make their
decisions?

Method

Participants. One hundred twenty participants (53
male; MAGE ¼ 33.72, SD¼ 10.43) from the United States
completed the study through MTurk.

Materials and Procedure. Participants reported their
willingness to pay (WTP) for a random subset of 10 of 40
world music albums. They were asked, “How many cents
are you willing to pay for this album that has received the
following reviews” (0–500 cents) and then viewed a distri-
bution of 1- to 5-star ratings for that album. The set of 40
distributions used in study 3 was the same set used in stud-
ies 1 and 2.

To make the study incentive-compatible, we adopted a
double-lottery BDM procedure (Becker, DeGroot, and
Marschak 1964; Fuchs, Schreier, and van Osselaer 2015).
At the beginning of the study, participants were told that
after they made 10 WTP ratings, the experimenter would
pool all of the purchase decisions from all participants and
randomly select some of them to actually happen. If one of
their purchases was selected, their WTP would be com-
pared against a randomly selected price. If their WTP was
greater than or equal to the random price, they would pay
that amount for a download link for that album and would
also receive the remainder of their $5. If their maximum
WTP was less than the random price, they would not re-
ceive the album and would receive the $5. At the end of
the study, decisions were selected and participants were
paid and or received the download link in the manner
specified in the instructions.

Results and Discussion

We conducted a linear mixed-effects regression with im-
balance score as a predictor of participants’ WTP, includ-
ing random intercepts for subjects and items and random
slopes for the by-subject effect of imbalance. WTP ratings
were square-root transformed to address right skewness
and zero values in the data. Replicating the results of the
previous studies in an incentive-compatible context, we
found that imbalance scores were a significant predictor of
participants’ willingness to pay, b¼ .06, SE¼ .03, p¼ .03;
b¼ .03, SE¼ .02, 95% CI¼ [.01, .06]. This result shows
that the binary bias affects consumer decision making
when real money is at stake.

STUDY 4: REAL-WORLD RATINGS

Studies 1–3 demonstrated the binary bias using artifi-
cially constructed stimuli designed so that the imbalance
score varied while the true mean remained constant. Study
4 aimed to replicate the effect using distributions taken

from an actual online rating website. By using real-world
ratings, we did not confine the distributions to the statisti-
cal properties of our artificial selection process; instead,
properties like correlations between certain ratings and var-
iance in imbalance reflected their natural occurrence.
Specifically, participants rated their willingness to stay at
hotels after considering those hotels’ ratings from the
travel review website TripAdvisor.com.

Method

Participants. One hundred twenty participants (63
male; MAGE ¼ 37.08, SD¼ 11.70) from the United States
completed the study through MTurk.

Materials and Procedure. We compiled distributions
of ratings for all hotels in the city of Los Angeles with an
average customer rating of 3 out of 5 stars from
TripAdvisor.com (N¼ 43). To match how people would be
presented ratings when actually evaluating hotels, the aver-
age rating was displayed above the ratings distribution.
Additionally, the color scheme and labels matched those
from the original source (see figure 4).

Participants were instructed that they would view a vari-
ety of hotel ratings for a town they would be visiting soon.
For each distribution, participants were asked, “How will-
ing would you be to stay at this hotel?” on a sliding scale
from 1 (Not at all) to 7 (Very) with hundredth decimal
place precision. Using a random sampling method, we had
each participant view a random subset of 15 (of 43)
distributions.

Results and Discussion

Replicating the results of the previous studies, we found
evidence for the binary bias when participants considered
actual hotel ratings. A linear mixed-effect model with ran-
dom intercepts for items and subject plus random slopes
for the by-subject effect of imbalance on ratings found that

FIGURE 4

SAMPLE ITEM FROM STUDY 4
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imbalance scores significantly predicted participants’ rat-
ings, b¼ .29, SE¼ .04, p< .001; b¼ .04, SE¼ .005 (see
figure 5). This suggests not only that the binary bias
contributes to the theoretical understanding of how people
integrate statistical information, but also that this process
has an impact on how people consider real-world consumer
ratings.

STUDY 5: EVALUATIONS OF MEANS
VERSUS DISTRIBUTIONS

In studies 1–4, participants viewed customer ratings in
isolation. In many real-world contexts, however, people
compare product ratings, which can lead to different modes
of processing (Hsee et al. 1999). Therefore, in study 5, we
examined if the binary bias influences how people choose
between multiple offerings.

In particular, we were interested in contexts where eval-
uations based on means might importantly differ from
evaluations based on the distributions. Following the ex-
ample in the introduction, participants were presented with
two forms of rating summaries for restaurants: means and
five-bar histograms. In the means condition, participants
viewed only the mean ratings—one restaurant had a
slightly higher mean than the other (e.g., 3.15 vs. 3.00). In
the five-bar histograms condition, as in studies 1–4, partici-
pants were presented with the distributions underlying
those means (the true means were not displayed). The pairs
of distributions were constructed such that the restaurant
with a lower mean had a top-heavy distribution, while the
restaurant with a higher mean had a bottom-heavy distribu-
tion. We expected that when provided with only means,

people should (unsurprisingly) choose the restaurant with
the higher average rating. However, when presented with
the distributions, we tested whether the binary bias would
lead participants to instead prefer the restaurant with the
top-heavy distribution (with lower true mean) over a
bottom-heavy distribution (with a higher true mean).

Method

Participants. Two hundred participants (129 male;
MAGE ¼ 33.19, SD¼ 9.65) from the United States com-
pleted the study through MTurk.

Materials and Procedure. Participants viewed four
pairs of reviews and for each pair were asked, “Which res-
taurant would you prefer?” The reviews for one restaurant
in each pair had a mean of 3.00 and the other restaurant’s
reviews had a mean of 3.10, 3.15, 3.20, or 3.25. In the
means condition, participants were presented with only the
average rating. In the distributions condition, participants
were presented with only the distributions underlying those
means. The pairs of distributions were constructed such
that the lower-rated restaurant’s (3.00) distribution was
top-heavy and the higher rated restaurant’s (3.10, 3.15,
3.20, or 3.25) distribution was bottom-heavy. In the means
condition, each participant viewed each of the four possible
pairs of averages. In the distributions condition, each par-
ticipant viewed one of two possible pairs for each mean
value, making a total of four choices. See the appendix for
details of the distributions used in this study.

Results and Discussion

We ran a logistic regression, with information (average
vs. distribution) and combinations (3.00 vs. 3.10; 3.00 vs.
3.15; 3.00 vs. 3.20; 3.00 vs. 3.25) as predictors of partici-
pants’ preference for the restaurant with a higher mean.
Participants chose the higher mean option less often when
they viewed the distributions, b¼%3.82, SE¼ .29,
p< .001. In pairs with more similar true means, partici-
pants were more likely to choose the item with the lower
mean, b¼ 4.91, SE¼ 1.75, p¼ .005. See table 3 for a sum-
mary of the results. These results demonstrate that viewing
averages versus distributions can lead products with lower
mean ratings to be preferred over products with higher
mean ratings.

STUDY 6: EVALUATION IN PRESENCE
OF MEANS AND DISTRIBUTIONS

Studies 1–5 demonstrated that distributions of ratings
can shift preferences when no additional statistical infor-
mation is provided. However, when viewing distributions
of ratings in the real world, consumers are often provided
with the mean alongside the distribution. In study 6, we
tested if participants’ subjective evaluations would still be

FIGURE 5

BY-ITEM WILLINGNESS-TO-STAY RATINGS AS A FUNCTION
OF IMBALANCE SCORE
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influenced by the binary bias, even when the mean was
readily available.

Method

Participants. Three hundred twenty-two participants
(206 male; MAGE ¼ 33.36, SD¼ 10.57) from the United
States completed this study through MTurk.

Materials and Procedure. In study 6, participants were
asked to imagine that they were visiting a town in the near
future. They were told that they would be viewing a distri-
bution of ratings for 15 restaurants in that town. Each par-
ticipant viewed 15 top-heavy or 15 bottom-heavy ratings
distributions. Each set of 15 consisted of restaurants with
means of 3.2, 3.5, 3.8, 4.1, and 4.4. To create the stimuli
set used in this study, we generated a random selection of
40 distributions for each of the five mean values. The three
most top-heavy and three most bottom-heavy distributions
of each set of 40 were used. Critically, the true mean of
both sets was identical. A midpoint of 3.8 was selected
since it is the mean restaurant rating on the popular restau-
rant review website Yelp.com.

As participants viewed the ratings for each restaurant,
the true mean of each distribution was clear, with the fol-
lowing label placed above each graph: “Average Rating:
[X] out of 5 stars” (see figure 6). The distributions were
presented to participants one at a time in a randomized or-
der. For each distribution, participants rated how willing
they would be to try the restaurant on a Likert scale from 1
(Not at all) to 7 (Very much). After viewing all 15 restau-
rant’s ratings, participants were asked, “How excited
would you be to eat at the restaurants in this town?” (1
[Not at all] to 7 [Very]), “How likely would you be to try
the restaurants in this town?” (1 [Not at all] to 7 [Very]),
and “What is your impression of the quality of the restau-
rants in this town” (1 [Very low] to 7 [Very high]). These
three measures were combined to form a composite mea-
sure of liking. Finally, participants were asked to “please
estimate the average review rating for all the restaurants
you just viewed” on a 1–5 sliding scale with their response
shown to the hundredths decimal place.

To enhance the salience of the mean, we asked half of
the participants to actually write the mean rating for each
trial. Participants in these conditions could advance to the
next page only if their answer matched the reported mean.

Results and Discussion

A linear mixed-effects model predicted willingness-to-
try ratings using imbalance and display condition (write
mean vs. do not write mean), including random intercepts
for subject and item and by-item random slopes for
imbalance, display, and imbalance # display interaction.
Replicating the results of study 5, the model revealed
imbalance as a significant predictor. See table 4 for the
complete model. Using a likelihood ratio test, we com-
pared this model’s goodness of fit to a second identical
model, which also included the imbalance # display inter-
action term as a fixed effect. This test revealed no signifi-
cant difference between the models, v2¼ .25, df¼ 1,
p¼ .62, suggesting that writing out the mean did not affect
participants’ willingness-to-try ratings.

We next assessed participants’ liking judgments for the
set of restaurants they viewed. A linear regression, using
imbalance and display to predict liking ratings, again found
a significant effect of imbalance (low), b¼%.44, SE¼ .11,
p< .001; b¼%.42, SE¼ .11. Using a likelihood ratio test,
we compared this model’s goodness of fit to the same
model that also included the imbalance # display interac-
tion term. This test revealed no significant difference be-
tween the models, F(1, 318)¼ .90, p¼ .34, again
suggesting that writing out the mean for each distribution
did not change their valuation of the set of restaurants.

Lastly, we analyzed participants’ mean estimates as
assessed by the mean memory judgments at the end of the
study. A linear regression predicted mean estimates using
imbalance and display, and found a significant effect of
imbalance, b¼%.37, SE¼ .11, p< .001; b¼%.14,
SE¼ .04. We then compared the goodness of fit to a model
including the imbalance # display interaction term, using a
likelihood ratio test. This test revealed a significant

TABLE 3

MEAN PREFERENCE FOR LOWER-MEAN OPTION IN STUDY 5

3.25 versus
3.00

3.20 versus
3.00

3.15 versus
3.00

3.10 versus
3.00

Mean only 3% 2% 1% 8%
Distribution only 58% 51% 64% 71%

FIGURE 6

SAMPLE STIMULI FROM STUDY 6
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imbalance # display interaction, F(1, 318)¼ 4.43, p¼ .04,
such that when participants did not write out the mean,
their memory for the top-heavy distributions (M¼ 3.83,
SD¼ .38) was higher than for the bottom-heavy distribu-
tions (M¼ 3.59, SD¼ .46), but when they wrote out the
mean, their memory for the high-imbalance restaurants
(M¼ 3.73, SD¼ .34) was no different than their memory
for the low-imbalance restaurants (M¼ 3.68, SD¼ .34).
Together, the results from study 6 show that unsurpris-
ingly, when the mean is especially salient, mean estimates
more accurately reflect the true mean. Nonetheless, the sa-
lience of the mean did not change participants’ ratings,
suggesting that summary representation of the distributions
independently influences people’s subjective evaluations.
In other words, when the full distribution is presented, it
does not appear that the mean is sufficient to override the
binary bias. Furthermore, these results suggest that in con-
sumer contexts where the true mean is displayed alongside
review distributions, we would expect the binary bias to
persist.

STUDY 7: BIVALENT VERSUS
UNIVALENT RATINGS

The aim of study 7 was to provide a direct test of the
psychological mechanism of dichotomous thinking. The
central claim of the binary bias is that the difference in sub-
jective evaluations arises because people dichotomize a
continuous scale into positive and negative scores. This ac-
count predicts that if the scale was not perceived as dichot-
omous, but rather as a continuous dimension, then the
preferences resulting from imbalanced distributions should
be attenuated.

To test this, we utilized the same distributions from
study 5. However, we manipulated each bar’s correspond-
ing label. In one condition, the bars were labeled to suggest
a dichotomous range of values (Very Poor–Very Good),
while in the other condition, they were labeled to suggest a

univalent range of values (Fair–Extremely Good). See fig-
ure 7 for sample stimuli.

By using categorization cues instead of the shape of the
distribution to elicit the binary bias, study 7 clarifies the
process underlying the effect. One alternative account
addressed by this study is that the skewness of the distribu-
tions are driving participants’ ratings (Mitton and Vorkink
2007). In study 2, our analysis controlled for the mean
(first moment), standard deviation (second moment), and
kurtosis (fourth moment), but did not include parametric
skewness (third moment), because of its strong correlation
with the imbalance score. Median was excluded from the
analysis for the same reason. If the skewness or the me-
dian, not binary thinking, is driving the pattern of results in
the earlier studies, then there would be no difference based
on whether the labels of the distribution are dichotomous
or univalent. If, however, categorical thinking underlies the
binary bias, then we would expect participants’ preference
for top-heavy distribution to be weaker when dichotomous
cues are removed.

Method

Participants. Two hundred participants (123 male;
MAGE ¼ 32.41, SD¼ 9.46) from the United States com-
pleted the study through MTurk. The baseline condition
was conducted separately with one hundred one partici-
pants (45 male; MAGE ¼ 33.88, SD¼ 10.72).

Materials and Procedure. Participants were randomly
assigned to the bivalent, univalent, or control condition.
Participants across all conditions viewed both versions of
one of the four combinations of distributions used in study
5 (e.g., pair 1a and pair 1b from the appendix). Again, par-
ticipants were asked, “Which car would you prefer to pur-
chase?” In the bivalent condition, the y-axis categories
were labeled from 1 (Very Poor) to 5 (Very Good), the 1-
and 2-bars were colored red, the 3-bar was colored black,
and the 4- and 5-bars were colored green. In the univalent

TABLE 4

MIXED-EFFECTS REGRESSION RESULTS FOR WILLINGNESS-TO-TRY RATINGS IN STUDY 6

Fixed effects Estimate b (b) SE Bootstrapped 95% CI

(Intercept) 4.94 (.03) .21 (.15) 4.52 5.40
Imbalance (low) 2.27 (2.20) .10 (.08) 2.49 2.04
Display (do not write mean) .11 (.08) .09 (.07) %.07 .29

Random effects Predictor variable SD

Grouping variable: Subject Intercept .74
Grouping variable: Item Intercept .82

Imbalance Slope .16
Display Slope .07
Imbalance # display Slope .25

NOTE.— Observations: 4,830; subjects: 322; items: 15.
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condition, the y-axis categories were labeled from 1 (Fair)
to 5 (Extremely Good) and all five bars were colored green
with lower-value bars colored lighter shades. In the control
condition, no verbal labels were provided and all bars were
colored black (see figure 7).

Results and Discussion

To test the effect of binary presentation, we ran a mixed-
effects logistic regression, with labels (bivalent vs.
univalent vs. control) and combinations (3.00 vs. 3.10;
3.00 vs. 3.15; 3.00 vs. 3.20; 3.00 vs. 3.25) as fixed effects,
random intercepts for subjects and items, and random
slopes for the by-item effect of labels on ratings. As pre-
dicted by our categorical thinking account, participants’
preference for the lower-rated option with a higher imbal-
ance score was weaker when the reviews were presented
with univalent labels as opposed to bivalent labels,
b¼%1.39, SE¼ .43, p¼ .002, and control, b¼%.94,
SE¼ .39, p¼ .02. There was no significant difference be-
tween the control and bivalent, b¼ .44, SE¼ .39, p¼ .26.
There was also a significant main effect of combinations,
b¼%5.63, SE¼ 2.81, p¼ .04, as participants were more
willing to select the lower-rated car when the difference
between the true means was smaller. See table 5 for a sum-
mary of the results. Consistent with our theory, the control
condition patterned nearly identically to the bivalent condi-
tion, suggesting that participants naturally interpret the his-
tograms in terms of binary categories. Furthermore, these

results demonstrate that removing a salient conceptual
midpoint can attenuate the binary bias, suggesting that the
underlying effect is explained by a tendency to bin evi-
dence into conceptually discrete categories, not by any par-
ticular statistical feature of the data (e.g., skewness,
median).

STUDY 8: CATEGORICAL THINKING

The results of studies 1–7 provide robust evidence for
the proposed binary bias. However, a plausible alternative
account of how people integrate individual ratings could
also explain the evidence presented thus far. If people’s
subjective value of the ratings scale is S-shaped, then the
pattern of results from the previous studies could arise be-
cause of an underweighting of extreme points (1- and 5-
star ratings) relative to less extreme points (2- and 4-star
ratings). In study 7, it is possible that participants engaged

FIGURE 7

SAMPLE STIMULI FROM THE CONTROL (COLUMN 1), BIVALENT (COLUMN 2), AND UNIVALENT (COLUMN 3) CONDITIONS IN STUDY 7

TABLE 5

MEAN PREFERENCE FOR LOWER-MEAN OPTION IN STUDY 7

3.25 versus
3.00

3.20 versus
3.00

3.15 versus
3.00

3.10 versus
3.00

Control 63% 74% 72% 62%
Bivalent 63% 79% 69% 82%
Univalent 46% 48% 50% 71%
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in subjective discounting only when a salient midpoint was
present. Since ratings were shifted into the positive domain
in the univalent condition, categorization cues were con-
founded with midpoint presence. Participants could have
engaged in subjective discounting in the bivalent condition
but not in the univalent condition since there was no mid-
point. Thus, study 7 was unable to rule out diminishing
marginal value as a possible explanation.

To test binary thinking against subjective weighting, we
manipulated the degree to which a given distribution was
categorized into dichotomous bins, without removing the
midpoint. In study 8, the shape of six-point distributions was
held identical across conditions, but the histogram was
grouped into one category (baseline), two categories, or three
categories. This allowed us to test if the influence of particu-
lar bars changed based on how they are categorized. For ex-
ample, do participants rate a distribution more favorably
when the tall 4-bar is included in the high category than
when it is included in the medium category? If so, it would
suggest that people’s interpretation of the data is driven by
categorical thinking as opposed to a diminishing subjective
weighting of the positive and negative side of the scale.1

Method

Participants. Four hundred eighty participants (262
male; MAGE ¼ 35.89, SD¼ 11.46) from the United States
completed the study through MTurk.

Materials and Procedure. Participants viewed six-bar
rating distributions for a random subset of 15 (of 40) restau-
rants. Participants were assigned to the one-category (base-
line), two-category, or three-category condition. In the
baseline condition, all six bars were colored black and the y-
axis was labeled with numbers only. In the two-category con-
dition, the top three bars were colored green and labeled
“High,” and the bottom three bars were colored red and la-
beled “Low.” In the three-category condition, the top two
bars were colored green and labeled “High,” the middle two
bars were colored black and labeled “Medium,” and the bot-
tom two bars were colored red and labeled “Low.” See fig-
ure 8 for sample stimuli from each condition. Since the
baseline condition did not include any verbal labels, all partic-
ipants were told at the beginning of the study that the restau-
rants had been rated on a scale from 1 (Lowest) to 6
(Highest).

We created the 40 distributions used in study 8 by ran-
domly generating distributions with the 3- or 4-bar as the
tallest bar. Creating distributions with this property led to
large differences between imbalance scores in the two-cat-
egory condition (sum of 5s, 6s, and 7s minus sum of 1s, 2s,
and 3s) and imbalance scores in the three-category condi-
tion (sum of 5s and 6s minus sum of 1s and 2s). Some dis-
tributions had a mode of 3 so that negative reviews were

influential in the two-category condition, and others had a
mode of 4 so that positive reviews were influential in the
two-category condition. Thus, distributions with a mode
above and below the midpoint were evenly represented in
the stimuli. In the two-category condition, the restaurants
with a mode of 4 had an average imbalance score of 14.4,
and the restaurants with a mode of 3 had an average imbal-
ance score of%7.9. When the exact same distributions are
split into three categories, the restaurants with a mode of 4
had an average imbalance score of%21.7, and the restau-
rants with a mode of 3 had an average imbalance score of
25.6. For example, if participants attend to binary distinc-
tions, this shift can be seen in the stimuli in figure 8 (row 2):
the imbalance score in the two-category condition equals –2
and in the three-category condition equals –23. Thus, across
conditions the visual cues change the category to which cer-
tain bars belong and shift the imbalance of that distribution.
Note, there were baseline differences in the true mean of the
mode¼ 4 (M¼ 3.26) and mode¼ 3 (M¼ 3.85) restaurants,
so mode¼ 3 restaurants were expected to be rated higher in
the baseline (one-category) condition.

For each restaurant, participants were asked, “How will-
ing would you be to try this restaurant?” and responded on
a sliding scale from 1 (Not at all) to 7 (Very). The binary
bias predicts that the categorization cues should change
willingness-to-try ratings—flipping the preference for
mode¼ 3 and mode¼ 4 items between the two-category
and three-category conditions. However, alternative
accounts that rely on a particular statistical feature (e.g.,
skewness) or differential weighting across different bars
would predict no difference across the three conditions.

Results

A linear mixed-effects regression analyzed the relation-
ship between categorization and willingness-to-try ratings.
Category (baseline vs. two-category vs. three-category)
and mode (4 vs. 3) were included as fixed effects, without
the interaction term. Random intercepts for subjects and
items, and random slopes for the by-item effect of category
and the by-subject effect of mode, were also included.
Using a likelihood ratio test, we compared this model’s
goodness of fit to a separate model that was identical but
also included the category # mode interaction term. This
comparison suggested a significant interaction,
v2¼ 103.90, df¼ 2, p< .001. The results of the second
model showed that compared to the baseline condition, the
preference for restaurants with a mode of 3 over restaurants
with a mode of 4 became stronger in the three-category
condition. But in the two-category condition (with less ex-
treme imbalance scores), the preference flips: restaurants
with a mode of 4 are rated higher than restaurants with a
mode of 3 (see figure 9 and table 6 for results of the regres-
sion analysis). These results demonstrate that even when
the heights of the bars are consistent across distributions,1 We thank an anonymous reviewer for suggesting this experiment.
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categorization cues can alter how that information is
interpreted.

Discussion

In study 8, participants show a “trinary” bias by creating
a neutral bin (3–4) in addition to a positive (5–6) and nega-
tive bin (1–2). This is supported by the baseline condition
responding more similarly to the three-category condition
than the two-category condition. In fact, in the studies us-
ing five-bar distributions, participants show a similar pat-
tern by differentiating the neutral bar (3) from the positive
and negative bar. However, we conceptualize the effect as
a creation of two categories around a midpoint, thus the bi-
nary bias. We favor this terminology because the main pre-
dictor we propose, the imbalance score, does not take into
account the midpoint bar(s). Thus, the neutral bin is essen-
tially ignored as people compare dichotomous categories.

Together, studies 7 and 8 provide a critical test of the pro-
cess underlying the binary bias. In these studies, categoriza-
tion cues led to changes in the influence of certain data points
even though the actual distributions remained identical across
conditions. In the previous studies, we operationalized binary
thinking by carefully constructing stimuli to have identical
true means but different imbalance scores. Even though we
included many other control variables in our analyses, this
study design left open the possibility that some other statisti-
cal feature of the distributions could be explaining the results.
For example, skewness and median, which are highly corre-
lated with imbalance, or an S-shaped subjective weighting
could be the actual mechanism. Studies 7 and 8 provide
strong evidence against these alternative accounts. When bi-
nary thinking is induced through categorization cues, we find
differences in valuation that cannot be explained by any par-
ticular statistical feature since the distributions under consid-
eration are otherwise identical.

FIGURE 8

SAMPLE STIMULI FROM THE BASELINE (COLUMN 1), TWO-CATEGORY (COLUMN 2), AND THREE-CATEGORY (COLUMN 3)
CONDITIONS IN STUDY 8
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STUDY 9: PRIMING CATEGORICAL
THINKING

Studies 1–6 demonstrated the binary bias by manipulat-
ing the imbalance distributions, while studies 7 and 8 did
so by altering the presentation format. Study 9 tested the
proposed mechanism in a third way: priming categorical
thinking by asking participants to first make dichotomous
as opposed to continuous judgments. If people are more re-
liant on the imbalance score after having made categorical
judgments, it would be strong evidence that categorical

thinking helps explain how people are summarizing online
ratings.

Method

Participants. Three hundred fifty-two participants (185
male; MAGE ¼ 35.37, SD¼ 10.80) from the United States
completed the study through MTurk.

Materials and Procedure. Study 9 took place in two
phases: the prime phase and the test phase. Participants were
randomly assigned to either the binary or continuous condi-
tion. In the prime phase, all participants were presented with
a random subset of 10 (of 40) of the car rating distributions
from study 1 and asked, “If you were considering buying a
car with these customer ratings, how would you rate this
car?” In the binary condition, participants replied with a
forced choice (Good or Bad), while those in the continuous
condition replied on a sliding scale from 0 (Bad) to 100
(Good) that showed participants their response to the hun-
dredths decimal place. In the test phase, participants were
then asked the same four consumer valuation questions from
study 1 for an additional random subset of 10 (of 40) of the
same car rating distributions from the prime phase.

Results and Discussion

In line with previous studies, a linear mixed-effects re-
gression model with random intercepts for subjects and
items, and slopes for the by-subject effect of imbalance on
ratings, showed that the imbalance score predicted partici-
pants’ valuations. Using a likelihood ratio test, we com-
pared this model’s goodness of fit to a second identical
model, which also included the imbalance # condition in-
teraction term as a fixed effect. This test revealed a signifi-
cant difference between the models, v2¼ 5.00, df¼ 1,
p¼ .03, indicating that those in the binary condition were

FIGURE 9

WILLINGNESS-TO-TRY RATINGS BY CATEGORY AND MODE IN
STUDY 8 (ERROR BARS, MEAN 6 STANDARD ERROR)

TABLE 6

MIXED-EFFECTS REGRESSION RESULTS FOR WILLINGNESS-TO-TRY RATINGS IN STUDY 8

Fixed effects Estimate b (b) SE Bootstrapped 95% CI

(Intercept) 4.23 (.27) .15 (.12) 3.96 4.50
Category (two category) 2.75 (.55) .15 (.11) 21.03 2.43
Category (three category) .42 (.31) .15 (.11) .12 .70
Mode (mode 5 4) 2.80 (2.58) .18 (.13) 21.16 2.45
Two category 3 positive 1.51 (1.11) .15 (.11) 1.18 1.79
Three category 3 positive 2.65 (2.47) .14 (.11) 2.89 2.36

Random effects Predictor variable SD

Grouping variable: Subject Intercept .85
Mode ¼ 4 Slope .76

Grouping variable: Item Intercept .49
Two category Slope .21

Three category Slope .12

NOTE.— Observations: 3,600; subjects: 240; items: 40.
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more reliant on the imbalance score than those in the
continuous condition (see figure 10 and table 7).

Though it was not a planned analysis, there was an effect
of the manipulation on top-heavy distributions but not
bottom-heavy distribution (p ¼ .002). The Johnson-
Neyman technique showed that the effect of condition on
valuation was significant for imbalance scores
above%3.65. While this result could very well be a statisti-
cal fluke, it raised the question as to whether the relation-
ship between imbalance and valuation was driven only by
top-heavy distributions. To address this issue, we con-
ducted a meta-analysis of all studies where valuation judg-
ments were elicited for both types of distributions (studies
1–3). We find that there is a strong effect of imbalance for
top-heavy distributions (b¼ .09, SE¼ .02, p < .001)
and for bottom-heavy distributions (b¼ .14, SE¼ .02,

p < .001). This indicates that while the effectiveness of the
prime in study 9 may interact with the valence of the im-
balance score, dichotomization plays a role in summarizing
distributions regardless of valence.

STUDY 10: EXTENDING THE BINARY
BIAS TO OTHER DOMAINS

We next explored the generality of the phenomenon. The
previous studies all used similar graphical displays to exam-
ine the binary bias. However, the effect itself is hypothe-
sized to be a dichotomization of information more
generally—an interpretation that is strongly supported by
the results of studies 7 and 8. The aim of study 10 was to
test the binary bias in a new domain using a completely dif-
ferent presentation of data. Accordingly, participants viewed
transcripts and rated students’ academic performance. The
transcripts presented letter grades as raw data (see figure 11).
As with the distributions from the previous studies, we cal-
culated imbalance scores by splitting the data at the mid-
point, subtracting the total Ds and Fs from the total As and
Bs for each transcript. We hypothesized that a distribution’s
imbalance score would predict participants’ GPA estimates
and ratings of academic achievement.

Method

Participants. Two hundred participants (101 male;
MAGE ¼ 35.07, SD¼ 11.04) from the United States com-
pleted the study through MTurk.

Materials and Procedure. Twenty-four transcripts
were used as stimuli in study 10. The 24 transcripts were
randomly selected from all possible combinations of 15
grades that averaged to a C, with the constraint that at least
one set of grades for each possible imbalance score (%5
toþ5) was selected. Each participant viewed a random sub-
set of 15 of the 24 transcripts. They were asked, “Please esti-
mate the GPA of this student” on a Likert scale from 0 (F)
to 4 (A) and “How would you assess the academic achieve-
ment of this student?” on a sliding scale from 0 (Very Poor)

FIGURE 10

THE RELATIONSHIP BETWEEN VALUATION AND IMBALANCE
BY CONDITION IN STUDY 9

TABLE 7

MIXED-EFFECTS REGRESSION RESULTS FOR VALUATIONS IN STUDY 9

Fixed effects Estimate b (b) SE Bootstrapped 95% CI

(Intercept) 4.30 (.05) .11 (.07) 4.09 4.55
Imbalance .05 (.28) .01 (.05) .03 .06
Condition (continuous) 2.17 (2.11) .12 (.07) 2.39 .05
Imbalance 3 condition 2.01 (2.07) .00 (.03) 2.02 .00

Random effects Predictor variable SD

Grouping variable: Subject Intercept 1.06
Imbalance Slope .03

Grouping variable: Item Intercept .49

NOTE.— Observations: 3,520; subjects: 352; items: 40.
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to 100 (Very Good). Additionally, participants were ran-
domly assigned to receive the grades in a descending order
(As to Fs) or in random order. This factor, however, did not
affect the results and therefore we collapsed across this di-
mension when examining the effect of imbalance on GPA
estimates and ratings of academic achievement.

Results and Discussion

We conducted a linear mixed-effects regression with aca-
demic achievement ratings as the outcome variable and im-
balance score and mode as the predictors. Random
intercepts for subjects and items, and slopes for the by-
subject effect of imbalance on ratings, were also included in
the model. Imbalance score was a strong predictor of aca-
demic achievement ratings, b¼ .16, SE¼ .05, p¼ .001;
b¼ .03, SE¼ .01, 95% CI ¼ [.01, .04] (see figure 12). In
line with the previous studies, mode was also a significant
predictor, b¼ .10, SE¼ .04, p¼ .02; b¼ .04, SE¼ .02, 95%
CI¼ [.03, .05]. Additionally, we tested if imbalance score
also affected GPA estimates using the same fixed and ran-
dom effects as the previous model. Again we found an effect
of imbalance, b¼ .13, SE¼ .04, p¼ .001; b¼ .61, SE¼ .17,
95% CI¼ [.29, .99], and an effect of mode, b¼ .09,
SE¼ .03, p¼ .02; b¼ .99, SE¼ .41, 95% CI¼ [.25, 1.80].
Similar to study 2, this result suggests that the shape of the
distribution affects not only consumer-related judgments,
but more abstract statistical estimates as well.

As when judging products based on consumer reviews,
participants in study 10 displayed a binary bias when eval-
uating students based on their transcripts. Importantly, this
replication suggests that the results from the previous

studies are not due to idiosyncratic features of how people
conceptualize five-star rating scales. This suggests that the
binary bias is a domain-general heuristic, affecting how
data is summarized across a variety of contexts.

GENERAL DISCUSSION

The present studies document a novel phenomenon, the
binary bias, and its effects on consumer decision making. In
short, we find that when viewing summary distributions of
product reviews (such as five-bar histograms), people con-
sider the relative number of positive versus negative ratings,
and underweight the extremity of the scores within each cat-
egory. This process of integrating evidence alters the per-
ceived mean of the distribution as well as people’s
purchasing decisions. This effect can give rise to paradoxi-
cal cases in which products with lower mean ratings are pre-
ferred over products with higher mean ratings. In addition,
showing the true mean of the distribution does not counter-
act the bias, as evidenced by participants’ judgments from
memory. Critically, these findings are driven by categorical
thinking, as demonstrated by the shift in consumers’ valua-
tion when different grouping labels are used to describe
identical distributions of reviews. We further demonstrated
our proposed mechanism by priming people to think cate-
gorically, and finding that they show a greater reliance on
the imbalance score. Finally, we document that the binary
bias occurs outside of a consumer decision-making context,
indicating that it may reflect a domain-general process.

More generally, our claim is not that imbalance is the
only way in which consumers form summary representa-
tions of data. In fact, we identified other relevant factors in
the current studies, such as the mode and particularly

FIGURE 11

SAMPLE STIMULI FROM STUDY 9 WITH AN IMBALANCE
SCORE¼%2, MODE¼D, AND TRUE MEAN¼C

 Course Name  Grade
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FIGURE 12

THE RELATIONSHIP BETWEEN IMBALANCE AND ACADEMIC
ACHIEVEMENT RATINGS IN STUDY 10
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salient bars. Rather, we aim to document one way—that is,
the binary bias—that is conceptually interesting for reasons
having to do with categorical thinking. We demonstrate the
role of categorical thinking in a manner that is not as read-
ily explained by alternatives such as skewness, the median,
or S-shaped weighting functions (e.g., studies 7–9). That
said, the manner in which people form subjective impres-
sions based on ratings is certainly multiply determined.

Theoretical Implications

These studies contribute to the understanding of an im-
portant psychological question: How does the mind sum-
marize conflicting evidence? Specifically, the binary bias
highlights the way in which categorical logic pervades the
mind. From high-level social-cognitive processes (Macrae
and Bodenhausen 2000; Park and Rothbart 1982) to low-
level visual processes (Fleming et al. 2013), quantitative
information is often compressed into a qualitative format.
The current studies suggest that the summary of evidence
occurs in a similar manner; information-rich evidence is
simplified into a binary representation.

Furthermore, the analyses used in these studies—opera-
tionalizing the binary bias as an imbalance score—could be
used to measure the degree to which binary thinking occurs
across a wide variety of domains. Notably, in study 10, not
only did participants reason about a context different from
the previous studies, but the information was presented in a
very different, nongraphical format. Nonetheless, we found
strong relationships between the imbalance score and partici-
pants’ responses. This suggests that the binary bias is not
confined to the ways in which people interpret graphs, but
could offer a more general theory of information integration.

This raises the question as to why people integrate informa-
tion in this way. One possible reason is that discounting the
extremity of evidence makes the task of integrating a range of
values cognitively tractable. We have limited cognitive resour-
ces, and simplifying the computational complexity may be the
more efficient solution. Thus, the binary bias could be an ex-
ample of the mind satisficing instead of optimizing (Simon
1982). The binary bias reduces complexity more than other
proposed heuristics. For example, some research has suggested
that people compute a weighted average of the available evi-
dence (Anderson 1981), a process that requires a weight and a
value for each piece of evidence. The binary bias, however,
assigns only one of two values (such as positive or negative)
and weighs each piece of evidence equally. Given that people
bin data to simplify the process of integration, they are quite
accurate at utilizing this heuristic, as shown by the strong rela-
tionship between imbalance scores and valuation.

Marketing Implications and Future Directions

Customer ratings and reviews are a key component of
the current consumer environment. Reviews have been

shown to impact perceptions of quality (Aaker and
Jacobson 1994) and predict sales across a variety of prod-
uct categories (Chevalier and Mayzlin 2006; Ye, Law, and
Gu 2009). Although customer reviews are not always gen-
uine (Mayzlin, Dover, and Chevalier 2014) and do not
align with independent rating agencies, such as Consumer
Reports (De Langhe, Fernbach, and Lichtenstein 2016),
70% of consumers report trusting online consumer reviews,
second only to recommendations from family and friends
(92%; Nielsen 2012). Despite the importance of customer
reviews and their corresponding ratings, relatively
little work has investigated how people naturally interpret
them.

The current studies show that displaying a five-bar histo-
gram as opposed to the mean can lead to very different out-
comes. We find that strategies designed to give customers
helpful additional information can alter their choices.
Participants in our studies are not basing their estimates of
the mean by mathematically averaging the data provided; in-
stead, they are using a cognitive shortcut that leads to sys-
tematically biased estimates. This suggests that marketers
should be cautious in using graphical depictions to summa-
rize important information. Even clear labels like those used
in study 6 are not enough to counteract the effects of binary
processing. In other words, graphical depictions that may
seem intuitive can be easily misinterpreted.

While our analyses focused on the influence of the binary
bias, it is also worth noting that the salient bars indepen-
dently influenced consumers’ valuation. This is another ex-
ample of how low-level features of a graphical display can
distort how data is interpreted (Fischer 2000; Graham 1937;
Stone et al. 2003). Recent studies converge on the idea that
the shape of the distribution of reviews influences consumer
decision making. People are more willing to tolerate disper-
sive reviews when the diversity of tastes in the product do-
main is greater (He and Bond 2015). Further, bimodal rating
distributions are preferred when a product expresses a per-
sonal taste (Rozenkrants, Wheeler and Shiv 2017). There
may be cases where these phenomena and the binary bias
are both relevant; for example, high self-expression could
lead consumers to prefer a bimodal distribution, while the
binary bias might make the same bimodal distribution be
viewed less favorably. Based on studies 7–9, which shifted
valuation without altering any features of the distributions
themselves, we do not see these findings as potential explan-
ations of the binary bias. Instead, as previously mentioned,
the effect of graphical displays on consumer preferences is
certainly multiply determined. In the current set of studies,
for example, we show that salience and imbalance score
both independently influence consumers’ valuations.
Furthermore, given that we find the binary bias within
domains of personal preference (e.g., musical albums) as
well as outside (e.g., set of knives), it is likely that these mo-
tivational accounts are orthogonal to our primarily cognitive
account: binary thinking. Future work could explore cases
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where multiple cues, such as imbalance, diversity of taste,
and multimodality, are pitted against each other.

In clinical psychology, dichotomous thinking has been
linked to perfectionism (Egan et al. 2007) and increased
emotional reactions to the self and others (Epstein and
Meier 1989). Perfectionists tend to engage in dichotomous
thinking, which leads to underperformance in consumer
decision-making tasks because they prematurely abandon
problems with no single, ideal answer (He 2016). These in-
dividual differences may also influence the degree to
which people exhibit the binary bias. Future work could
examine whether individuals with a tendency to think di-
chotomously (Byrne et al. 2008) more readily ignore the
relative weight of evidence when integrating information.

Conclusion

Understanding the factors that influence the evaluation
of customer ratings is an important yet relatively under-
studied topic in marketing. The binary bias helps explain
how such reviews are integrated and summarized. These
findings offer insights into multiple consumer contexts,
particularly online review platforms, but appear to apply to
information integration more generally. At the very least,
the current studies may prevent you from choosing a poten-
tially inferior restaurant on your next vacation.

DATA COLLECTION INFORMATION

The first author collected and analyzed all data from
spring 2016 to spring 2018 using Amazon Mechanical
Turk under the supervision of the second and third authors.

APPENDIX

Distribution-Only Condition Stimuli in Study 5
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