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Abstract

The literature on the valuation relevance of R&D investments is based primarily on cross-sectional regressions or panel data regressions with time and firm (or industry) fixed effects such that the parameters relating R&D to market value are cross-sectionally constant. In an alternative approach, this paper investigates the value relevance of R&D investment using an earnings-based time series valuation model. Model parameters are estimated for each firm separately. In contradistinction to the results obtained from cross-sectional and fixed effects panel models, this study finds weak empirical support at best for the value relevance of R&D expenditures at the firm level.
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1. Introduction

There is an extensive empirical literature showing that security prices impound the information contained in R&D investment.¹ Most studies measure R&D investment in terms of contemporaneous (and sometimes lagged) R&D expenditures. Other studies measure R&D investment in terms of some estimate of R&D capital. With few exceptions, these studies find that the impact of R&D on firm market values is significant and positive
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irrespective of how R&D is measured. The only significant exceptions to date are variance decomposition studies that find that R&D investment explains very little if any of the variance of firm (industry) returns.

The purpose of this paper is to test the value relevance of R&D investment in a time series context. Despite the apparent robust result that R&D investment has a positive and significant effect on market values, we find that in a firm-level time series context the relationship between R&D and market values is significant at conventional levels for no more than 25% of our sample (and often far less), depending upon the specific valuation model. Much of the empirical evidence to date concerning the value relevance of R&D investment is based upon (pooled or annual) cross-sectional regressions. The cross-sectional approach makes use of comparisons across firm (or industry) expenditures on R&D. The primary advantage of the cross-sectional approach comes where R&D expenditures vary substantially across firms and where there are a large number of sample firms. Then the data yield multiple comparisons from which the effects of R&D on market value may be isolated. However, comparisons across firms can only isolate the effects of R&D if they control for other influences on market value that may vary from one firm to the next. For example, most studies control for firm size because market values are likely to be at least partially size driven as are R&D expenditures. Absent a control for size, the relationship between market value and R&D may be spurious and size driven. Unfortunately, it is not always possible to observe and control for all firm differences that could affect market values. For example, no cross-sectional study relating R&D and market values to date has controlled for the talent and expertise of the managerial team, which may be driving both firm market values and R&D expenditures. This possibility of correlated omitted variables bias is the primary disadvantage of cross-sectional models of R&D. Moreover, in an attempt to solve the correlated omitted variables problem, ad hoc control variables may be included in the regressions having no intrinsic relationship to the

---


2 There is also an extensive parallel literature on the relationship between market values and patents. Except for a number of studies that include both R&D and patents as explanatory variables, the patent literature is beyond the scope of this paper. However, it is worth noting that the relationship between R&D expenditures and market values is typically far more robust than the relationship between patents (counts or citations) and market values. Moreover, when both patent data and R&D expenditures are included as explanatory variables the former are often insignificant. There is some evidence that this may be due to the high correlation between them. On these issues, see Bosworth and Rogers (2001).

3 See Lach and Schankerman (1989) and Toivanen and Stoneman (1998). In cross-sectional regressions, by contrast, Chan, Lakonishok, and Sougiannis (2001) find that R&D intensity and return volatility are positively correlated.

4 See Ashenfelter, Ashmore, Baker, Gleason, and Hasken (2004) for an enlightening discussion of the econometric differences between cross-sectional and fixed effects panel techniques.
underlying model being tested. Finally, the coefficient estimates in cross-sectional studies may be unduly influenced by firm outliers.

A few studies use panel data techniques—specifically fixed firm (or industry) and time effects—to determine the relationship between R&D and firm market values by exploiting variations in R&D at fixed times. This approach uses information on changes in R&D expenditures for a given firm (industry) at fixed times to measure the impact of R&D on firm value. The primary advantage of panel data techniques is that they mitigate the correlated omitted variables bias where most unobservable factors affecting firm value are unlikely to vary much for a given firm during a short time period. But, there are a number of disadvantages. First, the studies to date have limited time series so that estimates of R&D on market value may be quite imprecise. Second, even in those R&D studies where panel data techniques are used, except for time and firm intercept dummy effects, the crucial parameters of the model (such as the parameter relating R&D to market value) are assumed to be cross-sectionally constant. But, the parameter relating R&D to firm value may differ across firms. Third, fixed effects models tend to exacerbate the potential bias from measurement error in the explanatory variables biasing the parameter estimates to zero. Fourth, unless autocorrelation of the errors is accounted for, the random variation in the dependent variable may be correlated over time so that the precision of the parameter estimates may be overstated.

An alternative approach used in this paper is to estimate the model on a firm-by-firm time series basis, accounting for potential autocorrelation in the errors and non-stationarity. Not only does this approach mitigate the outlier problem but also, in a time series, each firm is its own control, so that the problem of correlated omitted variables is mitigated as well. This does not mean that a time series approach is a panacea. For one, panel data techniques are more efficient, although our sample size is sufficiently large that the loss in efficiency is unlikely to be critical. Also, a sufficiently lengthy time series of annual data naturally leads to survivorship bias so that the results may not generalize to the population at large. Survivorship bias is unlikely to be of issue in this study. Survivorship biases the results towards finding a positive relationship between R&D and market value since it is precisely successful firms that are likely to have benefited from R&D. Thus, the empirical evidence in this study of almost no relationship between market value and R&D is even more compelling. Finally, there is the issue of stationarity. Accounting and market data tend to exhibit unit roots and they generally do not cointegrate. As a result, time series regressions

---

5 See, for example, Bosworth and Rogers (2001), Bosworth, Wharton and Greenhalgh (2000), Jaffe (1986), Kotabe et al. (2002).
6 For discussions and evidence of this problem in the context of the R&D market value relation, see Bosworth and Rogers (2001), Bosworth et al. (2000) and Johnston and Dinardo (1997, p. 400).
7 Ballester et al. (2003) analyze R&D expenditures using both cross-sectional and time series models. They find that the two approaches yield quite different parameter estimates, although in both cases R&D is significant. However, since they disregard unit root and cointegration issues, their time series results are difficult to interpret.
8 Another option is to use quarterly data. However, besides the unit root issue, quarterly data raise significant seasonality problems both with respect to the econometrics and the modeling. The modeling would require significant modifications such as incorporating a quarterly earnings dynamic in the style of Brown and Rozell (1979), for example.
9 For a recent study, see Qi, Wu, Xiang (2000).
involving market prices and accounting numbers are likely to yield spurious coefficient estimates.\textsuperscript{10} This issue is addressed in the paper.

One should not interpret this study to imply that the time series approach is superior to other approaches and that the prior literature alone is problematic. All approaches have their strengths and weaknesses. Rather, the lesson to be learned is that the seemingly ubiquitous finding that market values are significantly and positively related to R&D depends both upon the econometric approach taken and the underlying valuation model. The relationship between market values and R&D is simply not as robust as most of the literature appears to indicate.

The paper is structured as follows. Section 2 briefly develops the valuation models. Section 3 describes the sample. Section 4 tests for unit roots and cointegration of the valuation equations. Section 5 estimates the models and presents the results. Section 6 briefly concludes.

2. The valuation models

2.1. The basic model

The purpose of this paper is to investigate the value relevance of R&D expenditures using firm-level time series data. In order to accommodate the impact of R&D expenditures on earnings and, hence, market values, we utilize modified versions of the linear valuation model proposed by Ohlson (1995). In addition to the fact that this model derives an explicit relationship between R&D and market value in a rigorous fashion, the model has a number of other characteristics that are useful in a study of this sort. First, despite the dynamic structure of the Ohlson model, the model’s simplicity lends itself to empirical estimation. Second, by replacing dividends with (abnormal) earnings, the model ostensibly allows for estimating the firm value of non-dividend paying firms.\textsuperscript{11} Third, by replacing dividends with (abnormal) earnings, the model makes use of the well-known empirical result that earnings are a better predictor of future firm returns than are cash flows.\textsuperscript{12} This model is not without cost, however. In particular, the model assumes that (abnormal) earnings and R&D expenditures follow a multivariate AR(1) process ad infinitum. In particular, this means that the optimization process leading to the time series of R&D investments is not modeled directly.

It is worth noting that the Ohlson model is very similar in structure to the Hayashi and Inoue (1991) model utilized by Hall (1993b) in her well-known R&D study. The essential difference is that the Hayashi and Inoue model specifies the replacement cost value of the firm’s assets as the benchmark with future rents defined in terms of excess returns above replacement cost value, whereas the Ohlson (1995) model specifies the book value of the

\textsuperscript{10} See Granger and Newbold (1974).
\textsuperscript{11} This is not a trivial consideration since approximately 25% of firms on the NYSE do not pay dividends currently.
\textsuperscript{12} See Rayburn (1986), for example.
firm’s assets as the benchmark with future rents defined in terms of excess earnings above the return to initial book value.\(^{13}\) In the absence of replacement cost data, Hall (1993b) is forced to use book value data, which is inconsistent with the underlying Hayashi and Inoue model.

The Ohlson (1995) valuation model is derived from three assumptions. First, following the non-arbitrage arguments of Rubinstein (1976), firm value is assumed to be equal to the present value of expected future dividends conditional on current information. Second, a linear dynamic—describing the evolution over time of the firm’s abnormal earnings and the evolution over time of a variable representing information other than earnings and book value—is assumed to follow a stationary multivariate AR(1) process. Abnormal earnings are defined as earnings less the product of the firm’s cost of capital and the beginning period book value of the firm’s assets.\(^{14}\) The AR(1) assumption is based on the intuition that a firm’s abnormal earnings are bound to mean revert because of competitive forces. Third, the model utilizes the accounting Clean Surplus identity to substitute accounting numbers for dividends, so that price can be written as the present value of future abnormal earnings.\(^{15}\)

These three assumptions can be written formally as:

\[
P_t = \sum_{t=1}^{\infty} R^{-t} E_t [d_{t+1}]
\]

\[
x^a_{t+1} = \omega x^a_t + v_t + \varepsilon_{1t+1}
\]

\[
v_{t+1} = \gamma v_t + \varepsilon_{2t+1} \quad 1 > \omega, \gamma \geq 0
\]

\[
d_t = x^a_t - b v_t + R b v_{t-1}
\]

where \(P_t\)=firm value at the end of period \(t\), \(d_t\)=dividends during period \(t\), \(x_t\)=earnings during period \(t\), \(b v_t\)=book value of common equity at the end of period \(t\), \(\omega, \gamma\)=parameters of the processes, \(R\)=one plus the firm’s cost of capital,\(^{16}\) \(\varepsilon_{it+1}\)=white noise error terms \((i=1,2)\), \(x^a_t=x_t-(R-1) b v_{t-1}\)=abnormal earnings during period \(t\). \(E_t\)=expectations operator at time \(t\). \(v_t\)=a variable denoting information other than earnings and book values during period \(t\).

\(^{13}\) The finance literature defines excess earnings in a number of different ways, such as earnings above the return to total capital. The Ohlson definition of excess earnings is more than a matter of taste. It is essentially model driven.

\(^{14}\) This product is an estimate of the firm’s expected earnings in the coming year from assets in place.

\(^{15}\) The Clean Surplus identity states that end of period book value is equal to beginning of period book value plus earnings less dividends, \(b v_t=b v_{t-1}+x_t-d_t\). Eq. (3) is this identity transformed, however, by substituting abnormal earnings for earnings.

\(^{16}\) Ohlson assumes a unique risk neutral probability measure. Risk is adjusted for in the numerator and the appropriate discount factor is the risk free rate. Since it is impossible for the empiricist to specify the synthetic probabilities for risk adjustment in the numerator, we make the same “leap of faith” as do all other empirical studies in this literature by assuming that risk is adjusted for in the denominator via the cost of capital.
Eq. (1) is the standard present value formula stated in terms of expected future dividends. Eq. (2a) describes the evolution of abnormal earnings. Most importantly, it should be noted that the evolution of abnormal earnings is affected directly by the information variable \((v_t)\). Eq. (2b) describes the evolution of the information variable \((v_t)\).

Eq. (3) is the accounting Clean Surplus identity defined in terms of abnormal earnings. Ohlson shows that these three assumptions yield the valuation equation:  

\[
P_t = bv_t + \frac{\omega}{(R - \omega)} x_t^a + \frac{R}{(R - \omega)(R - \gamma)} V_t
\]

In words, this dynamic valuation equation states that the value of the firm at time \(t\) is equal to the contemporaneous book value of the firm’s assets plus goodwill where goodwill is measured as a multiple of contemporaneous abnormal earnings plus a multiple of the contemporaneous information variable.

2.2. The modified models

The value relevance of R&D expenditures in this study is evaluated through the prism of two modified versions of the Ohlson model. These modifications are necessary in order to accommodate non-stationary data. The fact that accounting data and market prices generally exhibit unit roots is well known. Our sample is no exception. Specifically, Section 4 below demonstrates that one cannot reject the hypotheses that each of (abnormal) earnings, book values of equity, security prices and R&D expenditures exhibit unit roots. On the other hand, the hypotheses that the first differences of these variables have unit roots are rejected. These empirical results lead us (1) to model R&D expenditures both as a random walk and as an IAR(1,1) process and (2) to model abnormal earnings as a random walk with drift conditional on R&D expenditures.

R&D expenditures are assumed to affect price in the Ohlson model in two ways. First, R&D expenditures are in fact expenses, an outflow of resources from the firm. Therefore, R&D expenditures are assumed to negatively affect security prices through their normal impact on current (abnormal) earnings and book values, as would administrative expenses, for example. Second, current R&D expenditures are assumed to affect expected future earnings by providing capital markets with (noisy) information about those future earnings. Although the information contained in current R&D expenditures are valuable to the capital markets, it would not be reflected in current earnings or book values. Rather, it would be reflected in expected future earnings as modeled by the information variable \(v_t\).

The two modifications of the model differ in terms of the assumed dynamic of R&D expenditures and also, as we shall see, in their treatment of the informational content of R&D expenditures. In the random walk model, the levels of R&D expenditures are assumed to be the information variable, whereas in the IAR(1,1) model, changes in R&D expenditures are assumed to be the information variable and changes in R&D expenditures are treated in a similar manner.

\[17\] The transversality condition \(\lim_{k \to \infty} R^{k-1} y_t = 0\) as \(k \to \infty\) must also be assumed.

\[18\] We obtain similar results when R&D expenditures are modeled as a random walk with drift.
expenditures are assumed to be the information variable. In effect, the random walk-levels model assumes that the time series of R&D expenditures provides value relevant information about future earnings. The IAR(1,1)-changes model assumes that the time series of changes in R&D expenditures provides value relevant information about future earnings.

More formally, the information dynamic of the random walk-levels model takes the form:

\[
\Delta v_t = a + \theta_1 v_{t-1} + \theta_2 v_{t-2} + \varepsilon_{1,t} \quad (5a)
\]

\[
\Delta R_t = \varepsilon_{2,t} \quad (5b)
\]

where \(\Delta\) is the first-differencing operator, \(R_t\) denotes R&D expenditures in year \(t\) and \(a, \theta_1, \theta_2\) are parameters. It is shown in Appendix A that, together with the other standard assumptions of the Ohlson model listed in Section 2.1, this information dynamic yields the valuation equation:

\[
P_t = \frac{R_0}{(R - 1)^2} + b v_t + \frac{1}{(R - 1)} x_t + \frac{\theta_1 R}{(R - 1)^2} R_t + \frac{\theta_2 R}{(R - 1)^2} R_{t-1} \quad (6)
\]

This version of the model is essentially the same as the original Ohlson framework but with three minor modifications. First, because abnormal earnings exhibit unit roots but their first differences do not, it is assumed that abnormal earnings are a random walk with drift conditional on R&D expenditures. Second, it is assumed that the information variable in the Ohlson model \((v_t)\) is R&D expenditures. Moreover, abnormal earnings are potentially affected by two periods of R&D expenditures. Clearly, R&D expenditures are not valuation relevant if both \(\theta_1\) and \(\theta_2\) are zero. If only one of \(\theta_1\) or \(\theta_2\) is non-zero, then only one period’s R&D expenditures is valuation relevant. Third, because R&D expenditures exhibit unit roots but their first differences do not, R&D expenditures are assumed to be a random walk.

It is important to note that the lag structure of the abnormal earnings dynamic [Eq. (5a)] determines the lag structure of valuation Eq. (6). As shown by Morel (1999), a linear lag structure for R&D expenditures of order \(q\) in the earnings dynamic necessarily generates a linear lag structure for R&D expenditures of order \(q - 1\) in the valuation equation. Therefore, any assumed lag structure in the valuation equation that does not correspond to the lag structure of the earnings dynamic is arbitrary and implies that R&D is valued for its own sake rather than what it implies about future earnings. To see this, suppose that Eq. (6) is arbitrarily assumed to include two lags of R&D expenditures (in addition to contemporaneous R&D expenditures), instead of just one lag. This would imply that in addition to the information conveyed by R&D expenditures about future earnings, \(R_{t-2}\) is also valuable to the capital markets. But since \(R_{t-2}\) does not enter the valuation equation as a consequence of the relationship between R&D and future earnings, it must be that \(R_{t-2}\) is valuable for its own sake.

This has implications for the econometrics. Since the structure and the parameters of the earnings dynamic and the R&D dynamic [Eq. (5a,b)] determine the structure
and the parameters of the valuation Eq. (6), all three equations should be estimated as a system. The estimation of Eq. (6) is problematic, however, because, as we shall see in Section 4, non-cointegration of the variables in Eq. (6) cannot be rejected for most of the firms in our sample. Therefore, we also estimate this model in the first difference form:

$$\Delta x_t^a = \Delta x_{t-1}^a + \theta_1 \Delta RD_{t-1} + \theta_2 \Delta RD_{t-2} + \varepsilon_{1,t}$$  \hspace{1cm} (7a)$$

$$\Delta RD_t = \varepsilon_{2,t}$$  \hspace{1cm} (7b)$$

$$\Delta P_t = \Delta bv_t + \frac{1}{(R-1)} \Delta x_t^a + \frac{\theta_1 R}{(R-1)^2} \Delta RD_t + \frac{\theta_2 R}{(R-1)^2} \Delta RD_{t-1}$$  \hspace{1cm} (8)$$

The IAR(1,1)-changes model—the second modified version of the Ohlson model—is characterized by the alternative information dynamic:

$$\Delta x_t^a = a + \theta \Delta RD_{t-1} + \varepsilon_{1,t}$$  \hspace{1cm} (9a)$$

$$\Delta RD_t = b + \gamma \Delta RD_{t-1} + \varepsilon_{2,t}$$  \hspace{1cm} (9b)$$

It is shown in Appendix A that the information dynamic consisting of Eq. (9a,b) yields the valuation equation:

$$P_t = \frac{aR}{(R-1)^2} + \frac{\theta bR}{(1-\gamma)(R-1)^2} - \frac{\theta bR}{(1-\gamma) \left( R - (1-\gamma)^2 \right)} + bv_t$$

$$+ \frac{1}{(R-1)} x_t^a + \frac{\theta b R}{(R-1)(R-\gamma)} \Delta RD_t$$  \hspace{1cm} (10)$$

If $\theta$ is equal to zero then changes in R&D expenditures are not value relevant. Otherwise, they are value relevant. Again, since we find below that non-cointegration of the variables in Eq. (10) cannot be rejected for most of the firms in our sample, we also estimate a first differences form, thereby yielding the alternative system:

$$\Delta x_t^a = a + \theta \Delta RD_{t-1} + \varepsilon_{1,t}$$  \hspace{1cm} (11a)$$

$$\Delta RD_t = b + \gamma \Delta RD_{t-1} + \varepsilon_{2,t}$$  \hspace{1cm} (11b)$$

$$\Delta P_t = \Delta bv_t + \frac{1}{(R-1)} \Delta x_t^a + \frac{\theta R}{(R-1)(R-\gamma)} (\Delta RD_t - \Delta RD_{t-1})$$  \hspace{1cm} (12)$$

In summary, we evaluate four models in total: (a) two for which the level of R&D expenditures is valuation relevant and R&D expenditures are a random walk and (b) two
for which changes in R&D expenditures are valuation relevant and R&D expenditures are IAR(1,1).

### 3. Sample selection

The sample is selected from the period 1962 to 1996, a maximum of 34 years of annual data. The sample selection criteria follow.

1. The following financial data must be available for each firm on at least 25 years of Compustat Primary, Secondary, and Tertiary, Full Coverage, and Research Annual Industrial Files: annual earnings, book values of equity, total liabilities, common equity shares outstanding, the adjustment factor for stock splits and dividends, and the closing price at the end of the third month after the firm’s fiscal year-end.
2. Firms with less than 16 years of R&D expenditure data are excluded.
3. Book values of equity must be greater than zero.
4. Firms in the financial sector are excluded.

The selection process yielded 284 firms with a total of 6819 firm-years of data, approximately 24 annual data points per firm. The distribution of sample-firm one digit SIC codes is listed in Table 1. Because of the R&D expenditures filter (2), it is not surprising to find that most sample firms are in manufacturing.

<table>
<thead>
<tr>
<th>SIC codes</th>
<th>Industry</th>
<th>Number of firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000–1999</td>
<td>Mining/Construction</td>
<td>5</td>
</tr>
<tr>
<td>2000–3999</td>
<td>Manufacturing</td>
<td>264(^a)</td>
</tr>
<tr>
<td>4000–4999</td>
<td>Regulated</td>
<td>3</td>
</tr>
<tr>
<td>5000–5999</td>
<td>Wholesale/Retail</td>
<td>4</td>
</tr>
<tr>
<td>7000–9999</td>
<td>Services</td>
<td>8</td>
</tr>
<tr>
<td>1000–9999</td>
<td>Total</td>
<td>284</td>
</tr>
</tbody>
</table>

This table shows the number of sample firm-observations by two-digit SIC codes and industry.

\(^a\) Of these, 90 firms are in the 2000–2999 range and 174 firms are in the 3000–3999 range.

---

19 The 25-year requirement limits the generality of this paper because of potential survivorship bias. It is necessitated by the firm-level time series analysis.

20 Annual earnings are defined as earnings per share before extraordinary items and discontinued operations (Annual Compustat item 58), book value is defined as common equity (Annual Compustat item 60), and price is defined as the closing price at the end of the third month of the first quarter after the firm’s fiscal year-end (Quarterly Compustat item 14). All items that are listed in per share form are scaled by the adjustment factor (Annual Compustat item 27). Since this study investigates whether annual earnings and book values are reflected in stock price valuation and since annual earnings are generally released towards the end of the first quarter, stock prices at the end of the first quarter are used in the analysis.
Table 2 presents Spearman and Pearson median correlations—correlations are computed separately for each firm and the median cross-sectional correlation is reported—among the independent variables that are used in the regression analysis. Panel A provides correlations of the levels data, whereas Panel B gives correlations of the first differenced data. Not surprisingly, levels are highly correlated, whereas differences much less so. Multicollinearity concerns are therefore another reason beyond unit roots to run regressions in first difference form.

4. Unit roots and cointegration tests

At the empirical level, the standard Ohlson (1995) model assumes that the variables of the model, including abnormal earnings, are stationary. Otherwise, the estimated parameters are both biased and inefficient. Unfortunately, the empirical evidence indicates that the accounting and market data are non-stationary. In particular, we test
our sample for unit roots using a Phillips and Perron (1988) unit root test.\footnote{The Phillips–Perron test is more general than the (augmented) Dickey and Fuller (1979, 1981) tests in that the former does not require the error terms to be statistically independent and of constant variance.} Panel A of Table 3 shows the cross-sectional distribution of the p-values of the Phillips–Perron test for our sample for each of earnings, abnormal earnings (above the risk-free return on initial book value), book values, R&D expenditures and security prices. Non-stationarity cannot be rejected for each one of these variables at conventional significance levels. In contrast, Panel B of Table 3 shows the cross-sectional distribution of the p-values of the Phillips–Perron test after first-differencing the data. The results allow us to reject nonstationarity at conventional significance levels for each one of these variables. Both of these results together suggest that accounting data and security prices are integrated of order one.

Since accounting numbers appear to be integrated of order one, either the model must be estimated in first differences or the variables in the equation must cointegrate. Table 4 tests for cointegration of the variables in valuation Eq. (6) [Panels A and B] and in valuation Eq. (10) [Panel C]. Table 4 shows the cross-sectional distribution of the \( \tau \)-values and \( z \)-values of the Phillips (1987) and Phillips and Ouliaris (1990) cointegration tests for the two valuation equation variants.\footnote{Because the cost of capital is estimated endogenously, \( x_t^a \) could not be pre-specified in Table 4. Instead, \( x_t^a \) was replaced by \( x_t \) and the latter broken down into its component parts \( [x_t-(R_t-1)bv_{t-1}] \) so that, as a result, the cointegrating equations in Table 4 also have a \( bv_{t-1} \) term.} In the case of valuation Eq. (6), two sub-

### Table 3
Cross-sectional distribution of \( p \)-values of the Phillips–Perron test for stationarity

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>5%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A—levels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x_t )</td>
<td>0.363</td>
<td>0.003</td>
<td>0.033</td>
<td>0.218</td>
<td>0.733</td>
<td>0.999</td>
</tr>
<tr>
<td>( x_t' )</td>
<td>0.325</td>
<td>0.003</td>
<td>0.026</td>
<td>0.181</td>
<td>0.573</td>
<td>0.998</td>
</tr>
<tr>
<td>( bv_t )</td>
<td>0.685</td>
<td>0.162</td>
<td>0.469</td>
<td>0.716</td>
<td>0.984</td>
<td>0.999</td>
</tr>
<tr>
<td>( RD_t )</td>
<td>0.673</td>
<td>0.134</td>
<td>0.459</td>
<td>0.697</td>
<td>0.977</td>
<td>0.999</td>
</tr>
<tr>
<td>( P_t )</td>
<td>0.621</td>
<td>0.001</td>
<td>0.326</td>
<td>0.666</td>
<td>0.936</td>
<td>0.999</td>
</tr>
<tr>
<td>Panel B—first differences</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x_t-x_{t-1} )</td>
<td>0.031</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.004</td>
<td>0.126</td>
</tr>
<tr>
<td>( x_t'-x_{t-1}' )</td>
<td>0.027</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.003</td>
<td>0.088</td>
</tr>
<tr>
<td>( bv_t-bv_{t-1} )</td>
<td>0.088</td>
<td>0.001</td>
<td>0.002</td>
<td>0.013</td>
<td>0.075</td>
<td>0.465</td>
</tr>
<tr>
<td>( RD_t-RD_{t-1} )</td>
<td>0.067</td>
<td>0.001</td>
<td>0.001</td>
<td>0.005</td>
<td>0.035</td>
<td>0.348</td>
</tr>
<tr>
<td>( P_t-P_{t-1} )</td>
<td>0.007</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.019</td>
</tr>
</tbody>
</table>

This table shows the cross-sectional distribution of the \( p \)-values from the Phillips and Perron (1988) test of stationarity for each of the variables in the regressions and their first differences.

\( x_t \)=Annual earnings per share year \( t \).

\( bv_t \)=Book value per share end of year \( t \).

\( R_t \)=One plus the risk-free rate in year \( t \) (as proxied by the annualized 1 month T. Bill rate).

\( x_t^a \)=Abnormal earnings per share year \( t=x_t-(R_t-1)bv_{t-1} \).

\( P_t \)=Firm value 3 months after year-end \( t \).
cases are evaluated for noncointegration. In the one-parameter variant [Panel A], only one period of R&D expenditures is assumed to be value relevant. In the two-parameter variant [Panel B], two periods of R&D expenditures are assumed to be value relevant.

Based on the $H$-values, no cointegration fails to be rejected for over 50% of the firms in the sample at the 5% significance level. The results for the $z$-values are even more unequivocal. No co-integration fails to be rejected for the entire sample at the 5% significance level. These results are suggestive rather than conclusive since both cointegration tests assume a single equation linear regression, whereas we estimate the models by a nonlinear systems approach. Nevertheless, given these results, we elect to estimate each model in first differences as well as in levels to avoid potential spurious regressions.

5. Model estimation

5.1. Estimation issues

Both the levels and differences models are each a system of three equations with potential for cross-equation correlation in the error terms. Moreover, of the three equations, the earnings dynamic and the valuation equation are nonlinear in the
Typically, empirical applications of the Ohlson model use cost of capital estimates from other models—such as the Fama and French (1997) three factor industry model—or the cost of capital is simply assumed to take on some cross-sectionally constant arbitrary value. Since firm value and the cost of capital are determined simultaneously, the cost of capital must logically be estimated endogenously using the Ohlson model itself. Moreover, since firms differ in terms of their risk profiles and since the risk-free (treasury bill) rate has varied historically over time, the endogenous cost of capital estimates must vary both cross-sectionally and over time.

To permit the firm’s cost of capital $R$ to vary over time for estimation purposes and yet still allow for the endogenous estimation of the model parameters on a firm level

$\Delta x_t^a = a + \theta_1 R_{t-1} + \theta_2 R_{t-2} + \varepsilon_{1,t}$

$\Delta R_{D_t} = \varepsilon_{2,t}$

$P_t = \frac{R_t a}{(R_t - 1)^2} \times b v_t + \frac{1}{(R_t - 1)^2} x_t^a + \frac{\theta_1 R_t}{(R_t - 1)^2} R_{D_t} + \frac{\theta_2 R_t}{(R_t - 1)^2} R_{D_t-1} + \varepsilon_{3,t}$

This table provides cross-sectional summary statistics of the estimated parameters of the random walk-levels model [Eqs. (5a,b) and (6)]. Table entries are median coefficients over all sample firms. Figures in parentheses are the median of the Wald statistic (the square of the pseudo $t$-statistic) over all sample firms. The Wald statistic in these tables tests if the parameter estimate is statistically different from zero (1 for $R_t^\wedge$). It is distributed asymptotically Chi-squared with one degree of freedom.

- $x_t = $Annual earnings per share year $t$
- $R_t = $One plus the risk-free rate in year $t$ (proxied by the annualized 1 month T. Bill rate).
- $x_t^a = $Abnormal earnings per share year $t = x_t - (R_{t-1} b v_{t-1})$.
- $P_t = $Firm value 3 months after year-end $t$.
- $a, R, \theta_1, \theta_2 = $system parameters. Note $R^{\wedge} = R - R_{R_t}$.
- $a^{\wedge}, R^{\wedge}, \theta_1^{\wedge}, \theta_2^{\wedge}, R_t^{\wedge} = $system parameter estimates. Note $R^{\wedge} = R_t^{\wedge} - R_{R_t}$.
- $N = $number of observations (firms).

* Significant at the 10% level.
*** Significant at the 1% level.

parameters. Therefore, each of the models is estimated (for each firm in the sample separately) as a system of equations using nonlinear (SUR).^{24}

Typically, empirical applications of the Ohlson model use cost of capital estimates from other models—such as the Fama and French (1997) three factor industry model—or the cost of capital is simply assumed to take on some cross-sectionally constant arbitrary value. Since firm value and the cost of capital are determined simultaneously, the cost of capital must logically be estimated endogenously using the Ohlson model itself. Moreover, since firms differ in terms of their risk profiles and since the risk-free (treasury bill) rate has varied historically over time, the endogenous cost of capital estimates must vary both cross-sectionally and over time.

To permit the firm’s cost of capital $R$ to vary over time for estimation purposes and yet still allow for the endogenous estimation of the model parameters on a firm level

^{24} Since the system is triangular, simultaneous equation bias is not an issue.
basis, we assume that the cost of capital (denoted now by $R_t$ instead of $R$) can be represented by

$$R_t = R_{ft} + RP$$

where $R_{ft}$ is one plus the risk-free rate of interest at time $t$ and $RP$ denotes the firm’s risk premium. More specifically, we assume that each firm’s cost of capital is composed of two components, a time varying (but cross-sectionally constant) risk-free rate and a cross-sectionally varying (but time independent) risk-premium. Thus, each firm’s cost of capital $R_t$ varies both cross-sectionally and over time.

### 5.2. Empirical results

Table 5 provides cross-sectional summary statistics for the parameters of the random walk-levels model [Eqs. (5a,b) and (6)]. In the one-parameter version of the model, last period’s R&D expenditures provide information about next period’s future abnormal

<table>
<thead>
<tr>
<th>Model type</th>
<th>$N$</th>
<th>$RP^\wedge$</th>
<th>$\theta_1^\wedge$</th>
<th>$\theta_2^\wedge$</th>
<th>$R_t^\wedge - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>One parameter model</td>
<td>284</td>
<td>0.174*</td>
<td>0.014</td>
<td>–</td>
<td>0.247</td>
</tr>
<tr>
<td>model ($\theta_2=0$)</td>
<td></td>
<td>(4.9)</td>
<td>(0.8)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Two parameter model</td>
<td>284</td>
<td>0.174*</td>
<td>0.002</td>
<td>0.085</td>
<td>0.246</td>
</tr>
<tr>
<td>model</td>
<td></td>
<td>(4.5)</td>
<td>(0.9)</td>
<td>(0.6)</td>
<td>–</td>
</tr>
</tbody>
</table>

System equations:

$$\Delta x_t = \Delta x_{t-1} + \theta_1 \Delta RD_{t-1} + \theta_2 \Delta RD_{t-2} + \epsilon_{t+1}$$

$$\Delta RD_t = \epsilon_{2,t}$$

$$\Delta P_t = \Delta bv_t + \frac{1}{(R_t - 1)} \Delta x_t + \frac{\theta_1 R_t}{(R_t - 1)^2} \Delta RD_t + \frac{\theta_2 R_t}{(R_t - 1)^2} \Delta RD_{t-1}$$

This table provides cross-sectional summary statistics of the estimated parameters of the first-difference form of the random walk-levels model [Eqs. (7a,b) and (8)]. Table entries are median coefficients over all sample firms. Figures in parentheses are the median of the Wald statistic (the square of the pseudo $t$-statistic) over all sample firms. The Wald statistic in these tables tests if the parameter is statistically different from zero (1 for $R_t$). It is distributed asymptotically Chi-squared with one degree of freedom.

$\Delta =$ first-difference operator.

$x_t =$ Annual earnings per share year $t$.

$bv_t =$ Book value per share end of year $t$.

$R_{ft} =$ One plus the risk-free rate in year $t$ (proxied by the annualized 1 month T. Bill rate).

$x_t^a =$ Abnormal earnings per share year $t = x_t - (R_{t-1})bv_{t-1}.$

$P_t =$ Firm value 3 months after year-end $t$.

$a, RP, \theta_1, \theta_2, R_t =$ system parameters. Note $RP = R_t - R_{ft}$.

$a^\wedge, RP^\wedge, \theta_1^\wedge, \theta_2^\wedge, R_t^\wedge =$ system parameter estimates. Note $RP^\wedge = R_t^\wedge - R_{ft}$.

$N =$ number of observations (firms).

* Significant at the 10% level.
earnings. In the two-parameter version of the model, two periods of past R&D expenditures provide information about next period’s abnormal earnings. In both versions, R&D expenditures are assumed to be a random walk.

In the one-parameter model, the cross-sectional median estimate of the risk premium coefficient (and hence cost of capital) is significant at the 1% level on the basis of a standard Wald statistic.25 The cross-sectional median estimate of the R&D valuation parameter is not significant at conventional significance levels. In the two-parameter model, the cross-sectional median risk premium (cost of capital) coefficient is significant at the 10% level. Neither one of the cross-sectional median R&D valuation parameters is significant. Thus, Table 5 indicates that R&D expenditures are not valuation relevant for over half of the sample. In fact, R&D coefficients are significant for only about 25% of the sample at the 5% significance level. As it turns out, the latter are significant at the 1% level as well.

Since the variables in the valuation equation of Table 5 are apparently not cointegrated, we also estimate the model in first differences [Eqs. (7a,b) and (8)]. Table 6 shows the results for both the one-parameter and two-parameter versions of this first difference formulation. Again, only the cross-sectional median cost of capital is significant for the one-parameter and the two-parameter versions at the 10% significance level. Again, there is no evidence that R&D expenditures are value relevant. Indeed, less than 10% of the sample firms had significant R&D valuation parameter estimates (at the 5% level) for either the one or two parameter version.

Table 7 presents results for the IAR(1,1) models [Eqs. (9a,b) and (10) and Eqs. (11a,b) and (12)]. Again, similar to the results of Table 6, there is little evidence that changes in R&D expenditures are directly valuation relevant. Only, the cross-sectional median risk premium estimates are significant at the 5% level.

With the exception of the one-parameter random walk-levels model (Table 5), which is potentially non-cointegrated, the R&D valuation parameter estimates (\(h_i\)’s) in the other models are not significant (at the 5% level) for over 90% of the sample firms. Yet, for the one-parameter levels model, we find that the R&D valuation parameter estimates (\(h_1\)) are in fact significant at the 1% level for about 25% of the sample firms. This raises the issue: what characterizes those firms for which R&D expenditures are directly valuation relevant in this model? To investigate this issue, we separate the sample firms into quartiles on the basis of the \(p\)-values of the \(h_1\) parameter. The smaller the \(p\)-value presumably the more confidence we have in the value relevance of R&D expenditures. Average (over time) earnings–price ratios, R&D expenditures to price ratios—a measure of R&D intensity—book to market ratios, and firm costs of capital are computed for each firm in the sample. Firms in the top \(p\)-value quartile of the \(h_1\) parameter are then compared to firms in the bottom \(p\)-value quartile of the \(h_1\) parameter with respect to these four ratios. If R&D expenditures are value relevant at the firm level, then we should expect that firms with lower earnings–price ratios, lower book to market ratios, and higher R&D intensity ratios should yield more value relevant R&D expenditures. In addition, one should expect that firms that are riskier (have higher average costs of capital) should yield more value relevant R&D expenditures to the extent that the

---

25 The Wald statistic is distributed \(\chi^2(1)\).
Table 7
Summary parameter values from a system of nonlinear regressions IAR(1,1)-changes model

<table>
<thead>
<tr>
<th>Model type</th>
<th>N</th>
<th>(a^)</th>
<th>(b^)</th>
<th>(\gamma^)</th>
<th>(RP^)</th>
<th>(\theta^)</th>
<th>(R_t^{\gamma-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: level form</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price-level model</td>
<td>284</td>
<td>0.083</td>
<td>0.000</td>
<td>-0.100*</td>
<td>0.050**</td>
<td>-0.238</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.5)</td>
<td>(0.8)</td>
<td>(4.3)</td>
<td>(6.9)</td>
<td>(1.9)</td>
<td></td>
</tr>
<tr>
<td>System equations:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta x_t = a + \theta \Delta RD_{t-1} + \epsilon_{1,t})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta RD_t = b + \gamma \Delta RD_{t-1} + \epsilon_{2,t})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(P_t = \frac{a R_t}{(R_t - 1)^2} + \frac{\theta b R_t}{(R_t - 1)^2} + \frac{\theta b R_t}{(1 - \gamma)(R_t - 1)^2} + \frac{1}{(R_t - 1)(R_t - \gamma)} x_t^a + \frac{\theta R_t}{(R_t - 1)(R_t - \gamma)} \Delta RD_t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model type</th>
<th>N</th>
<th>(a^)</th>
<th>(b^)</th>
<th>(\gamma^)</th>
<th>(RP^)</th>
<th>(\theta^)</th>
<th>(R_t^{\gamma-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel B: first-differences form</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price-differences model</td>
<td>284</td>
<td>0.029</td>
<td>0.018</td>
<td>0.065</td>
<td>0.160**</td>
<td>-0.420</td>
<td>0.232</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2)</td>
<td>(0.7)</td>
<td>(0.6)</td>
<td>(6.5)</td>
<td>(1.5)</td>
<td></td>
</tr>
<tr>
<td>System equations:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta x_t = a + \theta \Delta RD_{t-1} + \epsilon_{1,t})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta RD_t = b + \gamma \Delta RD_{t-1} + \epsilon_{2,t})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta P_t = \Delta bv_t + \frac{1}{(R_t - 1)} \Delta x_t^a + \frac{\theta R_t}{(R_t - 1)(R_t - \gamma)} [\Delta RD_t - \Delta RD_{t-1}])</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table provides cross-sectional summary statistics of the estimated parameters of the IAR(1,1)-changes model. Panel A shows the levels form of the model [Eqs. (9a,b) and (10)] and Panel B shows the first-differences form of the model [Eqs. (11a,b) and (12)]. Table entries are median coefficients over all sample firms. Figures in parentheses are the median of the Wald statistic (the square of the pseudo \(t\)-statistic) over all sample firms. The Wald statistic in these tables tests if the parameter is statistically different from zero (1 for \(R_t^{\gamma}\)). It is distributed asymptotically Chi-squared with one degree of freedom.

- \(\Delta\) = first-difference operator.
- \(x_t\) = Annual earnings per share year \(t\).
- \(bv_t\) = Book value per share end of year \(t\).
- \(R_g\) = One plus the risk-free rate in year \(t\) (proxied by the annualized 1 month T. Bill rate).
- \(x_t^a\) = Abnormal earnings per share year \(t\) = \(x_t - (R_t - 1)bv_t\).
- \(P_t\) = Firm value 3 months after year-end \(t\).
- \(a, b, \gamma, RP, \theta, R_t\) = system parameters. Note \(RP = R_t - R_{g}\).
- \(a^*, b^*, \gamma^*, RP^*, \theta^*, R_t^{\gamma-1}\) = system parameter estimates. Note \(RP^* = R_t^{\gamma-1} - R_{g}\).
- \(N\) = number of observations (firms).
- * Significant at the 10% level.
- ** Significant at the 5% level.

The option value of R&D is greater for riskier firms. Table 8 shows that although firms in the top quartile have lower (higher) mean earnings–price ratios and book to market ratios (R&D intensity ratios and costs of capital) by comparison to firms in the bottom quartile, only the book to market ratio differences are significant on the basis of \(t\)-tests and Wilcoxon tests. Thus, we find limited evidence that R&D expenditures are directly
value relevant for those firms with greater growth opportunities as measured by book to market ratios.

We also could not find any evidence that firms with significant R&D valuation parameters are more concentrated in specific R&D intensive industries (e.g., pharmaceuticals) relative to firms with insignificant R&D valuation parameters.

Table 8
Comparison of mean and median firm characteristics for the top and bottom quartiles of the \( p \)-values of the \( \theta_1 \) parameter

Panel A
Earnings–price ratio (\( E/P \))

<table>
<thead>
<tr>
<th></th>
<th>( N )</th>
<th>Mean</th>
<th>Median</th>
<th>( T )-test</th>
<th>Wilcoxon</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>71</td>
<td>0.065</td>
<td>0.072</td>
<td>−1.38</td>
<td>−1.86</td>
</tr>
<tr>
<td>S</td>
<td>71</td>
<td>0.054</td>
<td>0.063</td>
<td>(0.17)</td>
<td>(0.06)</td>
</tr>
</tbody>
</table>

Panel B
R&D intensity (\( RD/P \))

<table>
<thead>
<tr>
<th></th>
<th>( N )</th>
<th>Mean</th>
<th>Median</th>
<th>( T )-test</th>
<th>Wilcoxon</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>71</td>
<td>0.048</td>
<td>0.034</td>
<td>−0.35</td>
<td>0.40</td>
</tr>
<tr>
<td>S</td>
<td>71</td>
<td>0.051</td>
<td>0.034</td>
<td>(0.73)</td>
<td>(0.69)</td>
</tr>
</tbody>
</table>

Panel C
Book to market ratio (\( BV/P \))

<table>
<thead>
<tr>
<th></th>
<th>( N )</th>
<th>Mean</th>
<th>Median</th>
<th>( T )-test</th>
<th>Wilcoxon</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>71</td>
<td>0.836</td>
<td>0.834</td>
<td>−3.56</td>
<td>−3.59</td>
</tr>
<tr>
<td>S</td>
<td>71</td>
<td>0.637</td>
<td>0.556</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
</tbody>
</table>

Panel D
Costs of capital (\( R_t^{\wedge} \))

<table>
<thead>
<tr>
<th></th>
<th>( N )</th>
<th>Mean</th>
<th>Median</th>
<th>( T )-test</th>
<th>Wilcoxon</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>71</td>
<td>0.217</td>
<td>0.226</td>
<td>1.41</td>
<td>1.09</td>
</tr>
<tr>
<td>S</td>
<td>71</td>
<td>0.244</td>
<td>0.230</td>
<td>(0.16)</td>
<td>(0.28)</td>
</tr>
</tbody>
</table>

This table compares four financial ratios of two portfolios. These two portfolios comprise firms in the bottom quartile and firms in the top quartile of the \( p \)-values of the \( \theta_1 \) R&D valuation parameter obtained from levels model [Eqs. (5a,b) and (6)]. The financial ratios include the earnings–price ratio, R&D intensity as measured by the R&D expenditures to price ratio, book to market ratio and the cost of capital as measured by the \( R_t^{\wedge} \) parameter estimate from the levels model. The earnings–price ratio, R&D intensity and book to market ratio are firm-level time averages. Reported mean and median numbers in the above tables are cross-sectional means and medians of these time averages across the firms in each quartile. Differences between the two portfolios are computed using a \( t \)-test and Wilcoxon. Figures in parentheses are (two-tailed) \( p \)-values. \( N \) is the number of firms.

NS=Bottom quartile of sample firms characterized by an insignificant R&D valuation parameter in the levels model.

S=Top quartile of sample firms characterized by a significant R&D valuation parameter (at the 1% significance level) in the levels model.
6. Conclusion

Cross-sectional and panel data studies of R&D investment consistently show that R&D expenditures (or R&D capital) are value relevant and impounded in security prices. Using firm level time series models that incorporate the effect of R&D expenditures on earnings, we find very weak empirical support for the value relevance of R&D expenditures. At best, R&D investment significantly affects firm valuation for only 25% of the sample firms.

There are of course other explanations for these results. Our time series data are limited to an average of 24 years of R&D expenditure data (per firm) and that may not be sufficient to adequately estimate the model coefficients at the firm level. Also, the empirical tests are a joint test of the underlying model and the value relevance of R&D expenditures. An alternative model might yield different results. Nevertheless, this paper raises significant doubts about the seemingly robust finding that R&D and corporate values are positively and significantly related.
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Appendix A. Modified Ohlson models

A.1. The random walk levels model

The information dynamic has the form:

\[ E_t[x^a_{t+1}] = x^a_t + a + \theta_1 \text{RD}_t + \theta_2 \text{RD}_{t-1} \]

\[ E_t[\text{RD}_t] = \text{RD}_{t-1} \]

Thus,

\[ E_t[x^a_{t+2}] = x^a_{t+1} + a + \theta_1 \text{RD}_{t+1} + \theta_2 \text{RD}_{t-1} = x^a_t + 2a + 2\theta_1 \text{RD}_t + 2\theta_2 \text{RD}_{t-1} \]

\[ E_t[x^a_{t+3}] = x^a_{t+2} + a + \theta_1 \text{RD}_{t+2} + \theta_2 \text{RD}_{t+1} = x^a_t + 3a + 3\theta_1 \text{RD}_t + 3\theta_2 \text{RD}_{t-1} \]

\[ E_t[x^a_{t+4}] = x^a_{t+3} + a + \theta_1 \text{RD}_{t+3} + \theta_2 \text{RD}_{t+2} = x^a_t + 4a + 4\theta_1 \text{RD}_t + 4\theta_2 \text{RD}_{t-1} \]

\[ E_t[x^a_{t+5}] = x^a_{t+4} + a + \theta_1 \text{RD}_{t+4} + \theta_2 \text{RD}_{t+3} = x^a_t + 5a + 5\theta_1 \text{RD}_t + 5\theta_2 \text{RD}_{t-1} \]
In general,

\[ E_t[x_{t+k}^a] = x_t^a + ka + k\theta_1RD_t + k\theta_2RD_{t-1}. \]

Noting that

\[ \sum_{k=1}^{\infty} k z^k = z/(1 - z) \]

for \(-1 < z < 1\), it can be shown that

\[ P_t = \sum_{k=1}^{\infty} R_t^{-k} E_t[x_{t+k}^a] = \frac{R_t a}{(R_t - 1)^2} + b\nu_t + \frac{1}{(R_t - 1)} \lambda_t^a + \frac{\theta_1 R_t}{(R_t - 1)^2} RD_t + \frac{\theta_2 R_t}{(R_t - 1)^2} RD_{t-1} \]

**A.2. The IAR(1,1) differences model**

The information dynamic has the form:

\[ E_t[x_{t+1}^a] = x_t^a + a + \theta RD_{t-1} \]

\[ E_t[RD_t] = b + \gamma RD_{t-1} \]

Thus,

\[ E_t[x_{t+2}^a] = x_{t+1}^a + a + \theta RD_{t+1} = x_t^a + 2a + \theta b + \theta RD_t[1 + \gamma] \]

\[ E_t[x_{t+3}^a] = x_{t+2}^a + a + \theta RD_{t+2} = x_t^a + 3a + 2\theta b + \theta RD_t[1 + \gamma + \gamma^2] \]

\[ E_t[x_{t+4}^a] = x_{t+3}^a + a + \theta RD_{t+3} = x_t^a + 4a + 3\theta b + 2\theta RD_t[1 + \gamma + \gamma^2 + \gamma^3] \]

\[ E_t[x_{t+5}^a] = x_{t+4}^a + a + \theta RD_{t+4} = x_t^a + 5a + 4\theta b + 3\theta RD_t[1 + \gamma + \gamma^2 + \gamma^3 + \gamma^4] \]

In general,

\[ E_t[x_{t+k}^a] = x_t^a + ka + \theta b \sum_{j=1}^{k-1} [(k - j)\gamma^{j-1}] + \theta RD_t[1 - \gamma^k]/(1 - \gamma) \]

Noting that

\[ \sum_{k=1}^{\infty} k z^k = z/(1 - z)^2 \]
for $-1 < z < 1$, it can be shown that

$$P_t = \sum_{k=1}^{\infty} R_t^{-k} E_t[\chi_{t+k}^a] = \frac{a}{R_t (R_t - 1)^2} + \frac{\theta b}{(1 - \gamma) (R_t - 1)^2} \left( \frac{\theta R_t}{1 - \gamma} \right) + \frac{1}{R_t (R_t - 1)} \chi_t^a + \frac{\theta R_t}{(R_t - 1)(R_t - \gamma)} \Delta RD_t - \frac{\theta b R_t}{(1 - \gamma) (R_t - 1)^2} + bv_t + \frac{1}{R_t (R_t - 1)} \chi_t^a + \frac{\theta R_t}{(R_t - 1)(R_t - \gamma)} \Delta RD_t$$

Using the Clean Surplus relationship, it can be shown in a straightforward fashion that both modified Ohlson valuation models satisfy the transversality condition: $\lim_{k \to \infty} R^{-k} bv_{t+k} = 0$ provided $1 < R$. 