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A B S T R A C T
We study a continuous knapsack problem with separable convex utilities. We show that the problem is NP-hard, and provide two simple algorithms that have worst-case performance guarantees. We consider as an application a novel subsidy allocation problem in the presence of market competition, subject to a budget constraint and upper bounds on the amount allocated to each firm, where the objective is to minimize the market price of a good.

1. Introduction

We study a continuous knapsack problem, where the objective is to maximize the sum of separable convex utility functions. We denote this problem by (CKP). Beyond general methods for concave minimization, see for example [1], there is not much literature on this class of problems. An exception is [10], and their algorithm to find local minima. A comprehensive review of the related nonlinear knapsack problem literature is presented in [3]; however, in most cases, the objective function considered in this literature is concave. On the other hand, for any given tolerance \( \epsilon > 0 \), a fully polynomial time approximation scheme (FPTAS) is an algorithm that generates a solution which is within a factor \((1 - \epsilon)\) of being optimal, while the running time of the algorithm is polynomial in the problem size and \(1/\epsilon\). Burke et al. [4] provide a tailored FPTAS for a minimization variant of a continuous knapsack problem, in the context of allocating procurement to suppliers. The knapsack problem we study here is a maximization problem, hence the results from [4] do not apply. Finally, [7] develop a general purpose FPTAS for a class of stochastic dynamic programs, which applies to general nonlinear knapsack problems. In contrast, our main goal in this paper is to study the performance of simple algorithms for problem (CKP), as well as to introduce a novel application of continuous knapsack problems into a subsidy allocation problem in the presence of market competition, subject to a budget constraint and upper bounds on the amount allocated to each firm, where the objective is to minimize the market price of a good.

The main contributions of this paper are two-fold. First, we develop two algorithms that are computationally and conceptually simple, such that they can be used in practical applications. We show that these algorithms have good worst-case performance guarantees for problem (CKP). Moreover, we identify special settings where these simple policies are actually optimal. Second, we show that problem (CKP) characterizes a novel subsidy allocation problem, and that the simple algorithms that we develop admit a practical interpretation.

2. Problem formulation

Consider \( n \) items indexed by \( i \in \{1, \ldots, n\} \). For each \( i \), let \( x_i \) be the non-negative quantity of item \( i \), and let \( f_i(x_i) \) be the resulting reward. Moreover, \( f_i(x_i) \) is assumed to be convex. The quantity of item \( i \) cannot exceed a given upper bound \( u_i \), and the total amount of all items is bounded by the capacity of the knapsack, denoted by \( B \). Moreover, both \( B \) and \( u_i \) are assumed to be integers. We are interested in the following continuous knapsack problem

\[
\max \quad F(x) = \sum_{i=1}^{n} f_i(x_i)
\]

(CKP) \quad \text{s.t.} \quad \sum_{i=1}^{n} x_i \leq B

\quad 0 \leq x_i \leq u_i \quad \forall i.

The objective function is convex over the feasible set, which is a bounded polyhedron. Therefore, the existence of an extreme point
optimal solution follows from concave minimization theory, see for example [1].

The next one is our first result.

**Proposition 1.** Problem (CKP) is NP-hard.

**Proof.** The proof is a reduction from the subset sum problem, which is well known to be NP-complete, see [8].

Consider an arbitrary instance of the subset sum problem, where a set of \( n \) positive integers \( \{u_1, u_2, \ldots, u_n\} \), and a positive integer \( B \), the question is whether there exists a subset \( J \subseteq \{u_1, u_2, \ldots, u_n\} \) that sums to \( B \).

Now consider the following instance of problem (CKP): let \( u_i \) be the upper bound on \( x_i \) for each item \( i \), \( B \) be the capacity of the knapsack and \( f(x_i) = x_i(x_i - u_i) + x_i \) be the convex reward for each item \( i \). It follows that this instance of problem (CKP) can be written as

\[
\begin{align*}
\max & \quad \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} x_i (u_i - x_i) \\
\text{s.t.} & \quad \sum_{i=1}^{n} x_i \leq B \\
& \quad 0 \leq x_i \leq u_i \forall i \in \{1, \ldots, n\}.
\end{align*}
\]

Note that \( B \) is an upper bound on the optimal objective value of this problem. Moreover, this upper bound is attained if and only if there exists a subset \( I \subseteq \{u_1, u_2, \ldots, u_n\} \) that sums to \( B \).

Hence, if we can solve problem (CKP) in polynomial time, it follows that we can solve the subset sum problem in polynomial time.

The proof of Proposition 1 is in the same spirit of [12], who shows the NP-hardness of non-convex quadratic programming, among other problems.

We now make a couple of remarks that will make the rest of the exposition clearer.

**Remark 1.** There is no loss of generality in assuming that, for each \( i \in \{1, \ldots, n\} \), the functions \( f_i(x_i) \) are positive and non-decreasing.

Specifically, we can pre-process the data replacing \( f_i(x_i) \) by the amount \( \max\{f_i(x_i), f_i(0)\} \), for each \( i \) and \( x_i \), obtaining non-decreasing functions without changing the problem. Similarly, by adding a constant \( K \) to \( f_i(0) \) to each of the functions \( f_i(x_i) \) we obtain positive functions.

**Remark 2.** There is no loss of generality in assuming that, for each \( i \in \{1, \ldots, n\} \), \( u_i \leq B \).

Specifically, if any upper bound \( u_i \) is larger than the capacity \( B \), then it follows that any feasible solution will allocate at most \( B \) to item \( i \). Hence, we can pre-process the data and replace \( u_i \) by \( \min\{B, u_i\} \), for each \( i \), without changing the problem.

Having established the NP-hardness of problem (CKP), we now focus on simple algorithms with a guaranteed performance, and their practical interpretation.

### 2.1. A simple 1/2-approximation algorithm

We next describe a 1/2-approximation algorithm for problem (CKP). Specifically, we will show that intuitive ideas perform well in this model. Namely, the best solution between (i) allocating the capacity greedily to the items with the fastest rate of increase in their utility function, and (ii) allocating the capacity greedily to the items with the largest absolute increase in their utility function, attains an objective value that is at most half the value of the optimal objective value.

This algorithm is a generalization of the well known 1/2-approximation algorithm for the 0/1 knapsack problem. The latter is attained by the best solution between greedily picking the objects by decreasing ratio of profit to size, and picking the most profitable object, see for example [15].

Consider first idea (i). We denote the resulting solution by \( x^{\text{rate}} \). Essentially, \( x^{\text{rate}} \) is the result of a greedy procedure with respect to \( f_i(x_i) / x_i \), which is the rate of increase in the utility function of item \( i \), assuming that \( x_i \) is set to its upper bound.

**Algorithm 1** Compute \( x^{\text{rate}} \)

\[
\begin{align*}
x^{\text{rate}} \leftarrow 0 \\
\text{Let } \lambda_i & = \frac{f_i(x_i)}{x_i} \text{, for each } i \\
\text{Find } i \text{ s.t. } \sum_{t=1}^{i-1} u_t \leq B \text{ and } \sum_{t=1}^{i} u_t > B \\
x_i^{\text{rate}} & \leftarrow u_i, \text{ for each } i \leq i \end{align*}
\]

On the other hand, consider idea (ii). We denote the resulting feasible solution by \( x^{\text{max}} \). Essentially, \( x^{\text{max}} \) is the result of a greedy procedure with respect to \( f_i(\min(u_i, B)) \), which is the absolute increase in the utility function of item \( i \), when allocating the remaining capacity \( B \), and its upper bound. In case of a tie, \( f_i(0) \) is used as a tie-breaker.

**Algorithm 2** Compute \( x^{\text{max}} \)

\[
\begin{align*}
\tilde{B} & \leftarrow B - \sum_{i=1}^{n} u_i \\
\text{while } \tilde{B} > 0 \text{ do} \\
\quad \text{Let } S_1 = \{ i \mid f_i(\min(u_i, \tilde{B})) \geq f_i(\min(u_i, B)) \}, \text{ for each } i \\
\quad \text{Let } S_2 = \{ i \in S_1 \mid f_i(0) \leq f_i(0) \}, \text{ for each } j \in S_1 \\
\quad \text{Select } i \in S_2 \\
\quad \tilde{B} & \leftarrow \tilde{B} - \min(u_i, \tilde{B}) \\
x_i^{\text{max}} & \leftarrow \min(u_i, B) \\
\text{end while}
\end{align*}
\]

It is not hard to see that each algorithm, considered separately, can be made to perform arbitrarily bad. Examples drawn from a 0/1 knapsack problem are sufficient.

In order to show a worst-case performance guarantee for problem (CKP), we need an upper bound on its optimal objective value, as provided in the following proposition.

**Proposition 2.** Let \( x^* \) be an optimal solution to problem (CKP).

Algorithm 1 provides the following upper bound.

\[
F(x^*) \leq F(x^{\text{rate}}) + f_i(0) - f_i(x^{\text{rate}}) + \frac{f_i(u_i) - f_i(0)}{u_i} x_i^{\text{rate}}
\]

where \( F(x) = \sum_{i=1}^{n} f_i(x_i) \).

**Proof.** Let us relax the knapsack constraint in problem (CKP) with an associated Lagrange multiplier \( \lambda \), to obtain the following relaxed optimization problem.

\[
\begin{align*}
\max & \quad \lambda B + \sum_{i=1}^{n} (f_i(x_i) - \lambda x_i) \\
\text{s.t.} & \quad 0 \leq x_i \leq u_i \forall i.
\end{align*}
\]
The resulting problem is separable in the variables $x_i$. Specifically, for each variable it maximizes a convex function over a closed interval. It follows that the optimal solution is attained at one of the extremes of the interval. For any fixed Lagrangian multiplier $\lambda$, let $G(\lambda)$ denote the optimal objective value of the relaxed problem. Namely, $G(\lambda) = \lambda B + \sum_{i=1}^{n} \max(f_i(0), f_i(u_i) - \lambda u_i)$. From duality theory, it follows that, for any $\lambda \geq 0$, $G(\lambda)$ is an upper bound for the optimal objective value of problem (CKP), see for example [2]. Moreover, the best possible upper bound can be computed from the following program,

$$\min_{\lambda} \quad G(\lambda) = \lambda B + \sum_{i=1}^{n} \max(f_i(0), f_i(u_i) - \lambda u_i)$$

s.t. \quad \lambda \geq 0.

The objective function of this problem is piecewise linear and convex. Hence, it can be solved by trying out the values of $\lambda$ where the slope of the objective function changes. In particular, Algorithm 1 solves this problem. The optimal Lagrange multiplier is $\lambda_i^* = \frac{f_i(u_i) - f_i(0)}{u_i}$, where $i$ was defined in Algorithm 1 as being such that\n
$$\sum_{i=1}^{i-1} u_i \leq B \quad \text{and} \quad \sum_{i=1}^{i} u_i > B.$$\n
Plugging in the optimal Lagrange multiplier $\lambda_i^*$ in $G(\lambda)$, results in the best possible upper bound from this relaxation. Without loss of generality, set $x_i = 0$, then

$$G(\lambda_i^*) = \sum_{i=1}^{i} f_i(u_i) + \sum_{i=1}^{n} f_i(0) + \lambda_i \left( B - \sum_{i=1}^{i-1} u_i \right)$$

$$= F(x_{\text{rate}}^*) + f_i(0) - f_i(x_i^*) + \frac{f_i(u_i) - f_i(0)}{u_i} x_i^*.$$\n
The second equality follows from adding and subtracting the term $f_i(x_i^*)$. \hfill \square

The next theorem is the main result in this section.

**Theorem 1.** Let $x^*$ be an optimal solution to problem (CKP). Let $x_{\text{rate}}^*$ be the solution computed by Algorithm 1, and $x_{\text{max}}^*$ be the solution computed by Algorithm 2. Then

$$\max \left( F(x_{\text{rate}}^*), F(x_{\text{max}}^*) \right) \geq \frac{1}{2}.$$\n
**Proof.** To make the notation clearer, define $\tilde{f} = \max(f_i(u_i))$. Note that,

$$\max \left( F(x_{\text{rate}}^*), F(x_{\text{max}}^*) \right) \geq \frac{1}{2}.$$\n
The first inequality follows from Remark 1, and the definitions of $\tilde{f}$ and $x_{\text{max}}^*$. Specifically, they imply $\tilde{f} \leq F(x_{\text{max}}^*)$. The second inequality follows from Proposition 2, while the third inequality follows from Remark 1. The fourth inequality follows from the definition of $\tilde{f}$. \hfill \square

To conclude this section, the following lemma identifies three cases that can be solved in polynomial time. Specifically, Algorithm 1 solves problem (CKP) exactly if the utility functions of each item are affine, namely $f_i(x_i) = a_i + b_i x_i$ for each $i$, for some $a_i > 0$, $b_i > 0$. Algorithm 1 also solves problem (CKP) exactly if any number of items, ordered by fastest rate of increase in their utility function, fill the knapsack exactly. Additionally, if the upper bounds are uniform, then problem (CKP) can be solved by applying Algorithm 1 $n$ times.

**Lemma 1.** If the functions $f_i(x_i)$ are affine, or if the first $(i-1)$ indexes sorted by decreasing value of $\lambda_i = \frac{a_i}{b_i}$ fill the knapsack exactly, for some value of $i$, then $x_{\text{rate}}^*$ is the optimal solution to problem (CKP).

On the other hand, if the upper bounds on the allocation to each index are uniform, namely $u_i = u$ for each $i$, then problem (CKP) can be solved in polynomial time.

**Proof.** The first statement in the lemma is a direct consequence of Proposition 2. Specifically, if $x_i^* = 0$, then it follows that $F(x_i^*) \leq F(x_{\text{rate}}^*)$, hence $x_{\text{rate}}^*$ is optimal. This holds in both cases in the first statement of the lemma.

Assume now that $u_i = u$ for each $i$. Each extreme point solution is characterized by one fractional variable $x_i$, which gets an allocation $\left( B - \left\lfloor \frac{u}{a_i} \right\rfloor u \right)$, while $\left\lfloor \frac{u}{a_i} \right\rfloor$ other variables get an allocation $u$, and all the remaining variables get no allocation. From the first statement in the lemma, it follows that we can try each variable as the fractional variable, allocating $\left( B - \left\lfloor\frac{u}{a_i}\right\rfloor u \right)$ to it; and then use Algorithm 1 to optimally solve the problem of allocating the remaining capacity $\left\lfloor\frac{u}{a_i}\right\rfloor u$, among the remaining variables. This follows because the first $\left\lfloor\frac{u}{a_i}\right\rfloor$ indexes sorted by decreasing value of $\lambda_i = \left\lfloor\frac{a_i}{b_i}\right\rfloor$ fill this modified knapsack exactly. In conclusion, in this case problem (CKP) can be solved by running Algorithm 1 $n$ times. \hfill \square

2.2. An $(1 - e^{-1})$-approximation algorithm

In this section we present an $(1 - e^{-1})$-approximation algorithm for problem (CKP), where $(1 - e^{-1}) \approx 0.632$. We denote the resulting solution by $x_{\text{ext}}$. In this algorithm we enumerate all the solutions that allocate capacity to 3 items or less. Then, for each of these solutions we allocate the remaining capacity, if any, greedily to the remaining indexes with the fastest rate of increase in their utility function. In that sense, Algorithm 3 is an extension of Algorithm 1. It captures that among the two simple rules we have considered, the fastest rate of increase rule is the most powerful. Specifically, it is enough to consider all solutions that allocate capacity to 3 items or less, to rule out all the cases where the largest absolute increase rule was important to define the worst-case guarantee.

To the best of our knowledge, this is the first time that these ideas have been used in a continuous optimization setting, like our continuous knapsack problem (CKP). Similar ideas have been used
Algorithm 3 Compute $x^{\text{seq}}$
Consider all sequences of 3 different indexes and allocate the capacity in this order
Let $B$ be the remaining capacity
for Each sequence do
if $B > 0$ then
Apply Algorithm 1 to the rest of the indexes with capacity $B$
end if
end for

before in inherently discrete settings, such as solving a budgeted maximum coverage problem in [9], and maximizing a submodular set function subject to a knapsack constraint in [14].

Theorem 2. Let $x^*$ be an optimal solution to problem (CKP). Let $x^{\text{seq}}$ be the solution computed by Algorithm 3. Then,
$$\frac{F(x^{\text{seq}})}{F(x^*)} \geq (1 - e^{-1}).$$

Proof. If $x^*$ allocates all the capacity to 3 or less indexes, then we must have $x^{\text{seq}} = x^*$ by enumeration. Therefore, assume that $x^*$ allocates capacity to 4 or more firms. Let
$$\tilde{S} = \{i : x^*_i = u_i = \{i_1, i_2, \ldots, i_{|S|}\} \}
\text{(1)}$$
be the set of indexes for which their allocation attains their upper bound $u_i$. Assume, without loss of generality, that $\tilde{S}$ is ordered such that $f_i(u_i) \geq f_{i_2}(u_{i_2}) \geq \cdots \geq f_{i_{|S|}}(u_{i_{|S|}}).$ Let $Y \subseteq \tilde{S}$ be the set including the first 3 indexes in $\tilde{S}$. Namely, $Y = \{i_1, i_2, i_3\}$. Let $B_Y$ be the remaining capacity, after allocating the capacity to the indexes in $Y$ in this order. Define $\hat{x}$ to be such that,
$$\hat{x}_i = \begin{cases} u_i & \text{if } i \in Y \\ 0 & \text{otherwise}. \end{cases}$$
Let $x^{\text{seq}}$ be the solution generated by completing $\hat{x}$ using Algorithm 1, considering all indexes except those in $Y$, and an initial capacity $B_Y$. In fact, Algorithm 3 considers $x^{\text{seq}}$ as one of its candidate solutions, therefore it outputs a solution at least as good. We will show that $x^{\text{seq}}$ has a worst-case performance guarantee of $(1 - e^{-1})$ for problem (CKP).

Define $H(x) = F(x) - F(\hat{x})$. Assume, without loss of generality, that indexes are numbered such that $1 = i_1, 2 = i_2, 3 = i_3$, and then in decreasing order according to $\lambda_i$, for each $i \in 1 \setminus Y$. Let $\hat{x}$ be such that
$$\hat{x}_j = \begin{cases} u_j & \text{if } j \leq l \\ 0 & \text{otherwise}. \end{cases}$$
Note that $\hat{x}_3 = \hat{x}$. Additionally, let $B_i = \sum_{j=1}^{i-1} u_j$. Let $\rho_i = \lambda_{i+1}$, for each $k = B_i + 1, \ldots, B_{i+1}, i \geq 3$, and $\rho_k = 0$, for each $k \leq B_Y$. From Proposition 2 it follows that, for every $i \geq 3$
$$H(x^*) = F(x^*) - F(\hat{x})$$
$$\leq \sum_{j=1}^{i} f_j(u_j) + \sum_{j=1}^{n} f_j(0) + \lambda_{i+1} (B - B_i) - F(\hat{x})$$
$$= F(x^*) + \lambda_{i+1} (B - B_i) - F(\hat{x})$$
$$= H(\hat{x}) + \lambda_{i+1} (B - B_i)$$
$$\leq H(\hat{x}) + \lambda_{i+1} (B - B_Y). \quad \text{(2)}$$

Let $\hat{i}$ be the last index with a positive allocation in $x^{\text{seq}}$. Note that $\hat{i} \geq 4$, therefore $B_{\hat{i}} > B_Y$. Additionally, note that
$$H(x^*) = \sum_{j=4}^{\hat{i}} (f_j(u_j) - f_j(0)) = \sum_{j=4}^{\hat{i}} \lambda_j u_j = \sum_{k=1}^{B_i} \rho_k \quad \forall i \geq 3 \quad \text{(3)}$$
where the first equality follows from the definition of $x^*$ and $H(x)$. The second equality follows from the definition of $\lambda_j$. The last equality follows from the definition of $\rho_k$. Hence,
$$\min_{i=1, \ldots, i-1} \left\{ H(x^*) + \lambda_{i+1} (B - B_Y) \right\} = \min_{i=1, \ldots, i-1} \left\{ \sum_{k=1}^{B_i} \rho_k + \rho_{i+1} B_i \right\} \quad \text{(4)}$$
$$= \min_{i=1, \ldots, i} \left\{ \sum_{k=1}^{B_i} \rho_k + \rho_i B_Y \right\}. \quad \text{(5)}$$
The first equality follows from Eq. (3), and the second equality follows because we are only adding non-negative terms, therefore the minimizer does not change. It follows that,
$$\frac{H(x^*)}{H(x^*)} \geq \min_{i=1, \ldots, i} \frac{H(x^*) + \lambda_{i+1} (B - B_Y)}{H(x^*)}$$
$$= \frac{\sum_{k=1}^{B_i} \rho_k}{\sum_{k=1}^{B_i} \rho_k + \rho_i B_Y} \geq 1 - 1 \left( \frac{B_i}{B_Y} \right)$$
$$> 1 - e^{-\frac{B_Y}{B_Y}}$$
$$> 1 - e^{-1}. \quad \text{(6)}$$
The first inequality follows from Eq. (2). The first equality follows from Eqs. (3) and (4). The second and third inequalities are due to Wolsey, where it is required that both $B_Y$ and $B_i$ are integers, see [16]. The last inequality follows from $B_Y > B_Y$.

Finally, we conclude that,
$$F(x^{\text{seq}}) = H(x^{\text{seq}}) + F(\hat{x})$$
$$= F(\hat{x}) + H(\hat{x}) - \left( H(\hat{x}) - H(x^{\text{seq}}) \right)$$
$$= F(\hat{x}) + H(\hat{x}) - \left( F(\hat{x}) - F(x^{\text{seq}}) \right)$$
$$> F(\hat{x}) + (1 - e^{-1}) (H(x^*) - \left( F(\hat{x}) - F(x^{\text{seq}}) \right))$$
$$= (1 - e^{-1}) F(\hat{x}) + e^{-1} F(\hat{x}) - (f_{i}(u_i) - f_{\hat{i}}(x^*)$$
$$> (1 - e^{-1}) F(\hat{x}) + \frac{1}{3} F(\hat{x}) - f_{i}(u_i)$$
$$> (1 - e^{-1}) F(\hat{x}).$$
The first and third equalities follow from the definition of $H(x)$. The first inequality follows from Eq. (6). The last inequality follows from the definition of $Y$, and the order of set $\tilde{S}$. Specifically,
$$F(\hat{x}) = \sum_{i=1}^{3} f_i(u_i) + \sum_{i=4}^{n} f_i(0) > \sum_{i=1}^{3} f_i(u_i) > 3 f_i(u_i)$$
where the last inequality follows from $\frac{1}{3} F(\hat{x}) - f_i(u_i) < 0$. Which follows from $\hat{i} \geq 4$, and the order of the set $\tilde{S}$. □

3. Application: allocating technology subsidies to minimize a good’s market price

We consider the problem faced by a central planner with the goal of increasing the consumption of a given good, due to the positive societal externalities that it generates. Concrete examples
of such goods are vaccines and infectious disease treatments. In order to achieve this goal, she can allocate a given budget in the form of lump sum subsidies among heterogeneous competing firms that produce the good. The introduction of subsidies in the market will induce a demand increase. We assume that the firms do not have the installed capacity to serve all the induced demand, therefore capacity is scarce. We model this by assuming that the firm's marginal costs are increasing. Furthermore, in our model, it is in the best interest of each firm to invest the subsidy to improve the efficiency of its production process, reducing its marginal costs. Therefore, we refer to them as technology subsidies. We model the central planner's objective as minimizing the good's market price, therefore increasing its consumption.

Allocating subsidies to producers, rather than to consumers, makes sense when the coordination costs associated with paying to each consumer are larger than the additional benefits generated by impacting consumers directly. This is frequently the case when subsidizing infectious disease treatments in developing countries. One example is the budget of $1.5 billion allocated as lump sum subsidies to producers of the pneumococcal vaccine in 2007, by the Global Alliance for Vaccines and Immunization (GAVI) [see [13]].

To model the market equilibrium, we assume that the market is composed by \( n \geq 2 \) competing firms. Firms are profit maximizers, and engage in quantity competition, with a linear inverse demand function \( P(Q) = \alpha - \frac{1}{2}Q \), where \( \mu > 0 \), and \( Q = \sum_{i=1}^{n} q_i \) is the total output produced by all firms at equilibrium. Furthermore, we denote by \( x_i \) the technology investment that each firm incurs, in order to become more efficient. Specifically, we assume that firms have a linear marginal cost function of their output \( q_i \), \( MC_i = \tilde{g}(x_i)q_i \), for each \( i \). Note that \( \tilde{g}(x_i) > 0 \) is the parameter of the marginal cost function, which captures firm \( i \)'s efficiency. Specifically, the smaller the value of \( \tilde{g}(x_i) \), the more efficient the firm is. A larger technology investment \( x_i \) reduces the value of \( \tilde{g}(x_i) \), at a cost \( c_i(x_i) \), with a maximum amount that can be borrowed \( \hat{x}_i \). The function \( c_i(x_i) \) models the financing cost of firm \( i \). Note that the firms in our model are heterogeneous. The linear demand, and linear marginal costs assumptions are a good approximation, which allow us to obtain closed-form expressions for equilibrium outcomes, and to get insights on the subsidy allocation.

Assumptions are frequently made by researchers in order to get different insights (see for example [5]).

To simplify the exposition, define \( \bar{g}(x_i) \equiv \tilde{g}(x_i) + \frac{1}{\mu} \). Adding a constant \( \frac{1}{\mu} \) to the marginal cost of each firm will not make a difference in the analysis, therefore we will refer to \( \bar{g}(x_i) \) as the marginal cost functions from now on. We make the following assumption on \( g(x_i) \).

**Assumption 1.** Assume that \( g(x_i) \) are continuous, positive, and decreasing, for each \( i \in \{ 1, \ldots, n \} \). Moreover, assume \( g''(x_i)g(x_i) \leq 2(g'(x_i))^2 \) for any technology investment \( x_i \geq 0 \).

**Assumption 2.** Assume that \( c_i(x_i) \) are continuous, positive, increasing and convex in \([0, \hat{x}_i]\), for each \( i \in \{ 1, \ldots, n \} \), where \( \lim_{x_i \to \hat{x}_i} c_i(x_i) = \infty \).

Moreover, assume \( \frac{c''(x_i)}{c'(x_i)} \geq -2\frac{g''(x_i)}{g'(x_i)} \) for any technology investment \( x_i \in [0, \hat{x}_i] \).

**Assumption 2** states that the cost of borrowing money increases at an increasing rate for each firm, where \( \hat{x}_i \) is the maximum amount that can be borrowed. The latter condition in **Assumption 2** is technical, it ensures the existence of the market equilibrium. Intuitively, it states that the financing cost of each firm is convex enough for the profit of each firm to be quasi-concave in the technology investment \( x_i \). Examples of pair of functions \( (g(x_i), c_i(x_i)) \), that satisfy **Assumptions 1** and 2, include \((k_1 e^{-k_2 x_i}, k_2 e^{k_3 x_i})\), for any \( k_4 \geq k_2 \geq 0 \). Now we characterize the market equilibrium. Let \( P(x) \) denote the market price under technology investments \( x \in \mathbb{R}^n \). Assuming quantity competition with linear demand allows us to write the following closed form expressions.

**Proposition 3.** The equilibrium market price, induced by a technology investment vector \( x \), can be written as

\[
P(x) = \alpha \mu \left( \sum_{i=1}^{n} \frac{1}{g_i(x_i)} + \mu \right)^{-1}.
\]

While the market output satisfies \( q_i(x) = P(x)/g_i(x_i) \), for each firm \( i \).

Derivations of similar closed form expressions can be found in the transportation and economics literature, therefore the proof is omitted, see for example [11].

From Proposition 3, it follows that the market equilibrium is only a function of the technology investments \( x_i \). Moreover, let \( \Pi_i(x) \) be the profit obtained by firm \( i \) at the market equilibrium. Note that the revenue of firm \( i \) at the market price times its market output. Similarly, the cost of production of firm \( i \) is the integral of its linear marginal cost, from zero to its market output. Finally, we also need to consider the financing cost of firm \( i \). It follows that firm \( i \)'s profit, at the market equilibrium, can be written as \( \Pi_i(x) = P(x)q_i(x) - g_i(x_i)q_i(x_i)^2/2 - c_i(x_i) \), where the first term is its revenue, the second term is its production cost, and the third term is its financing cost. Moreover, from Proposition 3 we conclude that \( \Pi_i(x) = P(x)^2/(2g_i(x_i)) + c_i(x_i) \). **Assumption 2** allows us to get the following result.

**Proposition 4.** The profit of firm \( i, \Pi_i(x_i) \), is quasi-concave in \( x_i \in [0, \hat{x}_i] \).

Moreover, the function \( P(x)^2/(2g_i(x_i)) \) is quasi-concave in \( x_i \geq 0 \), and attains its maximum when \( q_i(x_i) = \alpha \mu/2 \).

**Proof.** We need to check that the derivative of each function changes sign at most once. From Proposition 3 it follows that the profit obtained by firm \( i \) at the market equilibrium can be written as

\[
\Pi_i(x) = \frac{\alpha^2 \mu^2}{2g_i(x_i)} \left( \sum_{i=1}^{n} \frac{1}{g_i(x_i)} + \mu \right)^{-2} - c_i(x_i).
\]

Define \( \gamma \equiv \sum_{j=1, j \neq i}^{n} \frac{1}{g_j(x_j)} + \mu \), and note it is constant with respect to \( x_i \). Then, the partial derivative of \( \Pi_i(x) \) with respect to \( x_i \) is proportional to

\[
\gamma - \frac{1}{g_i(x_i)} + \frac{2c'_i(x_i)}{\alpha^2 \mu^2 g_i(x_i) g'_i(x_i)} (1 + \gamma g_i(x_i)).
\]

From **Assumption 1** the second term in Eq. (8) is increasing in \( x_i \). Therefore, it is enough for the third term in Eq. (8) to be decreasing.
in $x_i$, for the partial derivative of $Π_i(x)$ with respect to $x_i$ to be increasing. The derivative of the third term in Eq. (8) with respect to $x_i$ is proportional to

$$
g''_i(x_i) + \frac{g''_i(x_i)}{g_i(x_i)} - \frac{3\alpha \mu g'_i(x_i)}{\sqrt{2 + \alpha \mu g_i(x_i)}} - \frac{c''_i(x_i)}{c'_i(x_i)} \leq 0.
$$

The first inequality follows from $g''_i(x_i) < 0$. The last inequality follows from Assumption 2.

Hence, the partial derivative of $Π_i(x)$ with respect to $x_i$ is increasing and $Π_i(x)$ is quasi-concave in $x_i \in [0, \hat{x}_i]$. Similarly, the partial derivative of $P(x)^2 / (2g_i(x_i))$ is proportional to

$$
\left( \sum_{i=1}^{n} \frac{1}{g_i(x_i)} + \mu \right) g_i(x_i) - 1.
$$

Which is decreasing in $x_i \geq 0$, therefore the function $P(x)^2 / (2g_i(x_i))$ is quasi-concave in $x_i \geq 0$. Moreover, it attains its minimum when we set the expression in Eq. (9) to zero. Namely

$$
\left( \sum_{i=1}^{n} \frac{1}{g_i(x_i)} + \mu \right) = \frac{2}{g_i(x_i)}.
$$

Or equivalently $q_i(x) = \frac{\alpha}{\mu}$. □

Proposition 4 leads to the following theorem.

**Theorem 3.** There exists a market equilibrium as a function of the technology investments $x_i$.

Moreover, if the financing cost of each firm is zero there is no market equilibrium, as each firm keeps increasing its investment level $x_i$ without bound.

**Proof.** The strategy set space of each player is $[0, \hat{x}_i]$, a compact and convex set. The profit function $Π_i(x)$ is continuous and quasi-concave in $x_i \in [0, \hat{x}_i]$. Hence, the existence of a pure strategy equilibrium follows from the Debreu–Glicksberg–Fan Theorem, see for example [6].

From Proposition 4, it follows that if the financing cost of each firm is zero, then each firm has an incentive to increase its technology investment up to the point where its market output is $q_i(x) = \alpha \mu / 2$. Note that this is the optimal output of a monopolist with no production costs, facing a linear inverse demand function $P(Q) = \alpha - \frac{1}{2}Q$. Moreover, this output is unattainable for two or more firms simultaneously. Hence, each firm keeps increasing its investment level $x_i$ without bound. □

Let $\hat{x}$ be the equilibrium technology investment vector. For simplicity, let us restrict, without loss of generality, the investment levels such that the equilibrium technology investments are denoted by $\hat{x}_i = 0$. We consider the case where the market consumption induced by $\hat{x}$ is less than what is socially optimal. In this context, the central planner intervenes the market with the objective of minimizing the market price. The central planner invests her budget $B$ which we assume to be integer, into technology subsidies $x_i \geq 0$ (additional technology investments beyond the equilibrium levels), for each firm $i$. Note that from Theorem 3 it follows that it is in the best interest of each firm to invest the technology subsidy in becoming more efficient, as this extra technology investment has no cost. We consider the case where the central planner has an integer upper bound, denoted $u_i$, on the amount of money that she can allocate to each firm $i$. These upper bounds are motivated by fairness constraints. From the closed form expression given in Eq. (7), it follows that the problem faced by the central planner can be written as,

$$
\min_{x} P(x) = \alpha \mu \left( \sum_{i=1}^{n} \frac{1}{g_i(x_i)} + \mu \right)^{-1}
$$

(TSAP) \ s.t. \ \sum_{i=1}^{n} x_i = B \quad 0 \leq x_i \leq u_i \ \forall \ i.

From Eq. (7) it follows that, in order to minimize $P(x)$, we can equivalently maximize the convex function $\sum_{i=1}^{n} \frac{1}{g_i(x_i)}$ over a polyhedron. It follows that, in the absence of upper bounds $u_i$ on the amount of money allocated to each firm $i$, in an optimal solution the whole budget $B$ would be allocated to only one firm. However, this type of solution would increase the market share of the selected firm, and decrease everyone else’s, resulting in a highly concentrated market. Recognizing that allocating the whole budget to only one firm can be impractical, it is natural to consider upper bounds on the technology subsidy that can be allocated to each firm.

By defining the convex function $f_i(x_i) \equiv \frac{1}{g_i(x_i)}$, for each $i$, it follows that the central planner’s problem (TSAP) is equivalent to our continuous knapsack problem with separable convex utility functions (CKP). Moreover, any $\alpha$-approximation algorithm for problem (CKP) leads to a $\frac{\alpha}{2}$-approximation algorithm for problem (TSAP) (note that problem (TSAP) is a minimization problem, while problem (CKP) is a maximization problem). Specifically,

$$
\frac{P(x^{\text{opt}})}{P(x^\ast)} = \frac{F(x^\ast) + \mu}{F(x^{\text{opt}}) + \mu} \leq \frac{F(x^\ast)}{F(x^{\text{opt}})} \leq \frac{1}{\alpha},
$$

where the equality follows from Eq.(7) and $F(x) = \sum_{i=1}^{n} f_i(x_i)$. The first inequality follows from $\mu > 0$.

Therefore, the results from previous sections suggest that simple subsidy allocation policies have a good performance guarantee for problem (TSAP). In particular, Theorems 1 and 2 show that simple ideas, like allocating the subsidies greedily to the firms that can increase their efficiency faster (Algorithms 1 and 3), or allocating the subsidies greedily to the firms that can increase their efficiency the most (Algorithm 2), have a guaranteed performance for this model.
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