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ABSTRACT

The purpose of this paper is to empirically test the relationships between corporate earnings and investment. In particular, the study investigates whether knowledge of past investments improves the prediction of future earnings beyond predictions that are based on past earnings alone. Similarly, it investigates whether knowledge of past earnings improves the prediction of future investments beyond knowledge of past investments alone. This is the empirical definition of Granger causality. The empirical results show that the bivariate past series of earnings and investments is superior to the univariate series in predicting future investments but not in predicting future earnings.

Future corporate earnings are an important parameter in almost all stock-valuation models. The dividend-stock model, perhaps the most widely employed quantitative tool by professional investors, is a case in point. It is therefore not surprising to find that an enormous amount of intellectual capital has been expended studying corporate earnings patterns and the extent to which corporate earnings can be accurately forecast. There are, in fact, a number of related bodies of literature on these issues.

The time-series literature on annual corporate earnings concludes that annual earnings follow a random walk. This means essentially that annual earnings cannot be forecast, so that the best estimate of tomorrow’s earnings is today’s earnings. On the other hand, the time-series literature on interim corporate earnings concludes that interim earnings contain seasonality patterns, so that they are forecastable, at least in theory. However, the problem is that no time-series model seems to predominate, and each firm appears to have its own unique applicable model.

Another related body of literature deals with the ability of financial analysts to forecast future earnings and earnings growth. The results are not conclusive. Cragg and Malkiel [8] and Elton and Gruber [9] find no significant difference between analysts’ forecast accuracy and their best naive earnings-prediction
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model. More recently, Collins and Hopwood [7], Brown and Rozeff [6], and Fried and Givoly [13] find that financial analysts, on average, significantly outperform naive and Box-Jenkins earnings models. Nevertheless, financial analysts' prediction errors are rather large. Indeed, as Elton, Gruber, and Gultekin [10] emphasize, although financial analysts are reasonably accurate in forecasting earnings growth at the aggregate level, they are quite inaccurate in forecasting individual corporate-level earnings growth.

In general, earnings prediction is a function of the underlying information set upon which the prediction is based. One potentially important element of this information set is the current and past investment record of the firm. At least in theory, the firm's current and past investment activity—together with its financing activity—is one of the most important determinants of its future earnings. Therefore, we should expect that the additional information contained in the firm's investment record should enhance earnings predictability. Nevertheless, none of the literature cited above has investigated whether financial analysts utilize the corporation's investment record to form their earnings predictions, nor has anyone investigated whether adding the time series of past investments to the time series of past earnings enhances earnings prediction.

Although we have emphasized the importance of earnings prediction to the finance literature, predicting future corporate investment is also of interest, especially to macrofinance specialists and macroeconomists concerned with predicting aggregate corporate investment behavior. In fact, if there is a linkage between corporate investment and corporate earnings, the linkage may be twosided; past investment may be useful in predicting future earnings, while past earnings may be useful in predicting future investment.

Despite the potential linkage between corporate earnings and investment, the empirical literature to date is ambiguous. Little [26], using U.K. data, and Lintner and Glauber [25], employing U.S. data, find that corporate earnings are not necessarily affected by past investments. Baumol et al. [5], using U.S. data, conclude that "the rate of return to firms relying on ploughback for their new investment is typically uncomfortably small" relative to the rate of return to external financing. This implies that the reinvestment of corporate earnings may have little impact on future corporate earnings. In contradistinction, using Canadian data, McFetridge [29] concludes that the "difference between the marginal rate of return to retained earnings and the marginal rate of return to equity does not itself differ significantly from zero." Shapiro et al. [32] reconfirm
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McFetridge’s results and suggest that these contradictory results may be due to international differences in managerial behavior.

The above empirical evidence concerning the impact of past investment on current earnings is rather vague and contradictory. Similarly, the evidence concerning the impact of past earnings on current investment, while less vague, is also contradictory, as is evident from the literature on the determinants of corporate investment behavior. This literature suggests, on a priori grounds, that there should be an empirical linkage between past earnings and current investment. Specifically, corporate investment is a function of future desired levels of capital, which in turn are a function of expected future profits. Although expected future profits are unobservable, they can be estimated from the time series of past earnings. Therefore, it is claimed, past earnings are useful in estimating future corporate investment. However, to repeat, the empirical evidence is contradictory. While some studies, notably those based on accelerator models of investment, found past earnings to be a relatively insignificant determinant of investment, studies based on optimal capital accumulation models found past earnings to be moderately significant.

The purpose of this paper is to use a different empirical approach, based on Granger [16] causality, to examine the linkage, if any, between corporate earnings and corporate investment. This approach is predictive in nature in that it tries to determine whether the time series of past investment provides additional information, beyond the earnings time series itself, that can be used to predict earnings. However, unlike lead-lag analysis or standard regression analysis, causality analysis recognizes that the investment-earnings relationship could well run in both directions. Thus, we shall also investigate whether the time series of past earnings provides additional information, beyond the investment time series, that is useful in predicting future corporate investment.

In what follows, Section I defines Granger causality more fully and formalizes the model relating earnings and investment. Section II describes the data and discusses the empirical results. Section III concludes the paper.

I. Modeling Earnings-Investment Causality

A. Defining Granger Causality

Consider the bivariate stationary stochastic process \( Z_t = \{E_t, I_t\} \), where \( E_t \) denotes earnings at time \( t \) and \( I_t \) is the investment at time \( t \). Suppose that, at
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time \( t - 1 \), we try to predict next-period earnings, \( E_t \). If \( E_t \) is better predicted by adding the past investment time series to the past earnings time series than by using the past earnings time series alone, then investment is said to cause earnings. Similarly, earnings are said to cause investment if next-period investment, \( I_t \), is better predicted by the bivariate time series than by the univariate investment series alone.

More formally, let \( \mathbf{E}_{t-1}, \mathbf{I}_{t-1}, \mathbf{Z}_{t-1} \) denote the set of past values of the earnings, investment, and bivariate time series, respectively, so that

\[
\mathbf{E}_{t-1} = \{E_{t-1}, E_{t-2}, \ldots\},
\]

\[
\mathbf{I}_{t-1} = \{I_{t-1}, I_{t-2}, \ldots\},
\]

and

\[
\mathbf{Z}_{t-1} = \{E_{t-1}, E_{t-2}, \ldots, I_{t-1}, I_{t-2}, \ldots\}.
\]

Let \( \sigma^2(E_t | \mathbf{Z}_{t-1}) \) denote the error in predicting period-\( t \) earnings given that the analyst bases predictions on the information set that includes both the past earnings and the past investment time series.\(^\text{12}\) By contrast, let \( \sigma^2(E_t | \mathbf{Z}_{t-1} - \mathbf{I}_{t-1}) \) be the error in predicting period-\( t \) earnings given that the analyst chooses to exclude the past investment time series for prediction purposes—in other words, period-\( t \) earnings are predicted on the basis of the past earnings time series alone.

### A.1. Definition of Granger Causality

If \( \sigma^2(E_t | \mathbf{Z}_{t-1}) < \sigma^2(E_t | \mathbf{Z}_{t-1} - \mathbf{I}_{t-1}) \), then investment is said to cause earnings. In words: investment causes earnings if the information set that includes past investment data, \( \mathbf{Z}_{t-1} \), yields a more accurate prediction of future earnings than does the same information set without past investment data, \( \mathbf{Z}_{t-1} - \mathbf{I}_{t-1} \). If the inequality in the definition does not hold, then investment is said not to cause earnings. In a similar fashion, we can define \( \sigma^2(I_t | \mathbf{Z}_{t-1}) \) and \( \sigma^2(I_t | \mathbf{Z}_{t-1} - \mathbf{E}_{t-1}) \) to be the errors in predicting future investment, where the prediction is based on the bivariate information set or the information set excluding past earnings, respectively. Earnings cause investment if \( \sigma^2(I_t | \mathbf{Z}_{t-1}) < \sigma^2(I_t | \mathbf{Z}_{t-1} - \mathbf{E}_{t-1}) \); otherwise, earnings do not cause investment.

There is nothing in the definition of causality to exclude the possibility that earnings and investment cause each other. This is called feedback.

### A.2. Definition of Feedback

If \( \sigma^2(E_t | \mathbf{Z}_{t-1}) < \sigma^2(E_t | \mathbf{Z}_{t-1} - \mathbf{I}_{t-1}) \) and \( \sigma^2(I_t | \mathbf{Z}_{t-1}) < \sigma^2(I_t | \mathbf{Z}_{t-1} - \mathbf{E}_{t-1}) \), then feedback is said to occur between investment and earnings.

These causality definitions will be adapted further below to an empirical model of earnings and investment, which we now describe.

\(^\text{12}\) The reason for the use of the variance symbol \( \sigma^2 \) to denote the prediction error is made clearer below. Basically, \( \sigma^2(E_t | \mathbf{Z}_{t-1}) \) is the minimum mean-square linear prediction error of \( E_t \), given the information set \( \mathbf{Z}_{t-1} \).
B. The Model

It is well known (e.g., Masani [28]) that a regular full-rank stationary stochastic process, \( Z_t = \{E_t, I_t\} \), can be modeled, under fairly general conditions, by the autoregressive representation:

\[
I_t = \psi_{11} I_{t-1} + \psi_{12} I_{t-2} + \cdots + \psi_{121} E_{t-1} + \psi_{122} E_{t-2} + \cdots + v_t,
\]
(1)

\[
E_t = \psi_{211} I_{t-1} + \psi_{212} I_{t-2} + \cdots + \psi_{221} E_{t-1} + \psi_{222} E_{t-2} + \cdots + u_t,
\]
(2)

where the \( \psi_{ij} \) are parameters and \( \{v_t, u_t\} \) are conventional zero-mean error terms with constant variance-covariance matrix. Equations (1) and (2) state that the firm’s future investment and future earnings (in period \( t \)) are a linear function of the past investment record and the past earnings record of the firm. These equations can be written more compactly in the polynomial form:

\[
I_t = \psi_{11}(L)I_t + \psi_{12}(L)E_t + v_t,
\]
\( (1') \)

\[
E_t = \psi_{21}(L)I_t + \psi_{22}(L)E_t + u_t.
\]
\( (2') \)

Here, \( \psi_{ij}(L) \) is the lag polynomial \( \sum_{k=1}^{\infty} \psi_{ij} L^k \), where \( L^k \) denotes the lag operator \( (L^k I_t = I_{t-k}) \).

Causal relationships would appear to enter this model in a very natural way. If \( \psi_{12}(L) = 0 \) (i.e., \( \psi_{12k} = 0 \) for all \( k \)), then it is clear from equation (1’) that past earnings have no effect on future investment; that is, earnings do not cause investment. Similarly, if \( \psi_{21}(L) = 0 \), investment does not cause earnings. Thus, in theory, one could determine the causal relationships between earnings and investment by first fitting equations (1’) and (2’) by least squares—yielding estimates that are consistent and asymptotically normally distributed—and then testing to see whether \( \psi_{ij}(L) = 0, i \neq j \).

This approach is potentially problematic, however, because the test of \( \psi_{ij}(L) = 0 \) is quite sensitive to the order of the lags of \( \psi_{ij}(L) \). (See Hsiao [19, 20].) If, as is normally the case, the lag structure is prespecified, the test results may simply be a result of the imposed lag specification rather than of the data showing causality. One way out of the problem, as suggested by Hsiao, is to let the data determine the lag structure rather than imposing some arbitrary lag structure on the model. His suggested procedure for obtaining the optimal order of the lags for each of the \( \psi_{ij}(L) \) in each of equations (1’) and (2’) is to employ the Final Prediction Error (FPE) criterion developed originally by Akaike [1, 2]. Consider first the investment variable \( I_t \). The FPE of \( I_t \) is defined to be the mean squared prediction error:

\[
E(I_t - \hat{I}_t)^2,
\]
(3)

where \( I_t \) is the actual investment in period \( t \), \( \hat{I}_t \) is the predicted investment in period \( t \), and \( E(\cdot) \) is the expectations operator. The predicted investment value \( \hat{I}_t \) is determined by regressing equation (1’) using ordinary least squares for a given lag structure of orders \( m \) and \( n \) on \( \psi_{11}(L) \) and \( \psi_{12}(L) \), respectively. In other words, \( \hat{I}_t \) is the least-squares estimate:

\[
\hat{I}_t = \beta + \hat{\psi}_{11}(L)I_t + \hat{\psi}_{12}(L)E_t,
\]
(4)
where $\hat{\delta}$ is an estimated constant, $\hat{\psi}_{11}(L)$ are the estimated parameters of $\psi_{11}(L)$ assuming a lag structure of order $m$, and $\hat{\psi}_{12}$ are the estimated parameters of $\psi_{12}$ assuming a lag structure of order $n$. Since the population mean of the FPE's is unknown, Akaike estimates the Final Prediction Error by

$$
\text{FPE}_t(m, n) = \left( \frac{T + m + n + 1}{T - m - n - 1} \right) \left( \sum_{t=1}^{T} (E_t - \hat{E}_t)/T \right),
$$

(5)

where $T$ is the total number of data points. The first bracketed term of the product on the right-hand side of equation (5) is a measure of estimation error, while the second bracketed term represents a measure of the average modeling error. Akaike's FPE criterion is to choose the lag structure $(m, n)$ that minimizes the Final Prediction Error given by equation (5). In a similar fashion, one can estimate equation (2') by ordinary least squares to obtain an estimated value $\hat{E}_t$ for earnings. The estimated final prediction error for earnings would then be

$$
\text{FPE}_g(m, n) = \left( \frac{T + m + n + 1}{T - m - n - 1} \right) \left( \sum_{t=1}^{T} (E_t - \hat{E}_t)/T \right).
$$

(6)

Minimizing equations (5) and (6) with respect to the different lag structures on the earnings and investment time series can be computationally prohibitive for a large sample of firms. To minimize the computational difficulties, Hsiao [19] has suggested the following sequential procedure. First, an upper bound on the maximal lag order is specified, say $Q$. Second, the FPE criterion is used to determine the optimal order of the one-dimensional autoregressive process for investment alone. Call this order $q (\leq Q)$, so that the resulting FPE is $\text{FPE}_t(q, 0)$. Third, fix the lag structure for investment at $q$ and use the FPE criterion to specify equation (1'). Let $r > 0$ denote the potential lag order for the earnings lag operator $\psi_{12}(L)$, so that the FPE is $\text{FPE}_t(q, r)$. To select $r$, equation (1') is estimated with earnings lags of 1 through the maximum lag $Q$. Thus, $r$ minimizes $\text{FPE}_t(q, r)$ for all positive earnings lags up to $Q$. Fourth, holding the order of the lag operator $\psi_{12}(L)$ at $r$, let the order of lag operator $\psi_{11}(L)$ vary from 1 to $Q$. Choose the order of $\psi_{11}(L)$ that gives the smallest FPE, say $s$ ($s$ being not necessarily equal to $q$), thereby yielding $\text{FPE}_t(s, r)$. This fourth step is a check to see whether the lag structure for investment (which was originally $q$) is sensitive to the lag structure of earnings. Finally, if $\text{FPE}_t(q, 0) \leq \text{FPE}_t(s, r)$, then investment is best represented by a one-dimensional autoregressive process, so that earnings do not cause investment. Conversely, if $\text{FPE}_t(q, 0) > \text{FPE}_t(s, r)$, then earnings cause investment. A similar approach can be used on equation (2') to see whether investment causes earnings. This procedure is repeated for each firm in the sample.

It is worth emphasizing that the FPE approach for determining causality yields a number of distinct benefits in terms of identifying the model. First, as we have already pointed out, the data are used to determine the lag structure of the model rather than imposing some arbitrary lag-order specification. Second, the FPE criterion does not constrain the lag structure of each variable to be identical; i.e.,
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19 Essentially, Akaike's criterion balances the bias from choosing too small a lag order against the increased variance of a higher lag-order specification.
Autoregressive Modeling of Causality

$m$ is not constrained to be necessarily equal to $n$. Third, it can be shown that the FPE criterion is equivalent to choosing the model specification on the basis of an $F$-test with varying significance levels.\textsuperscript{14}

II. The Empirical Results

A. The Data

Annual data from the Compustat tapes were collected for a sample of U.S. manufacturing firms. The sample was limited to firms reporting Net Income Before Extraordinary Items (NIBEI) and Capital Expenditure data for the years 1960 through 1981.\textsuperscript{15} Six hundred forty-four firms satisfied these sample selection criteria. A further subsample was generated by requiring each firm to have positive NIBEI over the entire data period. Four hundred ninety of the original 644 firms satisfied this latter requirement.

The data were divided into two nonoverlapping time periods. The data from 1960 through 1979 were used to estimate the causality relationships. The data for 1980 and 1981 were used as a holdout sample to test the predictive validity of the estimated causality models.

To reduce the problem of serial correlation in the time series, the causality models were estimated after first-order differencing of the logarithms of the earnings and investment data.\textsuperscript{16} This necessitated employing the 490-firm subsample of positive-earnings firms. Since limiting the sample to positive-earnings firms could potentially bias the results, the models were also estimated on the larger sample of 644 firms, after first-differencing the earnings and investment data. However, since the results turned out to be substantially the same for both samples, we report the model based on the subsample, i.e., after first-differencing the logarithms of the data.

B. Estimating the Causality Model

The model (equations (1') and (2')) was estimated for each firm separately using five different earnings definitions (two of these being cash flow surrogates: Operating Income Before Depreciation and Net Income Plus Depreciation) and two different investment definitions. Investment was defined to be Capital Expenditures and Capital Expenditures plus Investment in Unconsolidated Subsidiaries. Since the results for both investment definitions were virtually identical, we report the Capital Expenditures outcomes only.

The univariate and bivariate time-series models were estimated as described above. In particular, the bivariate model was estimated using all four steps of the Hsiao sequential time-series procedure. In all cases, five was set to be the

\textsuperscript{14} See Hsiao [21].
\textsuperscript{15} See Larcker [24] for the definition and limitations of the Capital Expenditure Item.
\textsuperscript{16} In addition, the data are thereby transformed into yields that are essentially independent of firm size. It is, of course, important that the test statistic (the FPE's) not be a function of firm size.

Although earnings and investment are correlated, multicollinearity is not an issue in our analysis because the FPE is an overall-fit statistic (like an $R^2$, for example) and is insensitive to multicollinearity between the independent variables.
maximum number of potential lags for each variable (i.e., \( Q = 5 \)). Table I presents summary statistics for earnings as the dependent variable (equation (2')). The column headed \( \text{FPE}_E(0, r) \) lists the median Final Prediction Error—the median being taken over the number of firms in the sample—where future earnings are predicted by past earnings alone. Similarly, the column headed \( \text{FPE}_E(q, r) \) (where \( q > 0 \)) provides the median FPE for earnings where earnings are predicted by the bivariate time series of earnings and investment.\(^{17}\) For earnings definitions other than NIBEI, there were differing amounts of data reported on the Compustat tapes. Column (3) gives the number of data points (i.e., firms) for each income definition.

On the basis of the median FPE, the results would appear to be relatively unambiguous. For all income definitions except for Net Income, investment does not cause earnings since \( \text{FPE}_E(0, r) \leq \text{FPE}_E(q, r) \). In the case of Net Income, the direction of causality is indeterminate. The results are similar using more rigorous tools. In particular, columns (4) and (5) in Table I list the sum of rank differences of \( \text{FPE}_E(0, r) - \text{FPE}_E(q, r) \). Column (4) gives the positive sums and column (5) the negative sums. For most earnings definitions, the sum of the negative ranks is greater than the sum of the positive ranks and, to a significant degree, for the cash flow surrogates. Thus, on the basis of the Wilcoxon signed-rank test, we also conclude that investment does not cause earnings.\(^{18}\) In other words, expanding the earnings information set to include investment data does not improve the predictability of future earnings.

Table II presents summary statistics in the same fashion as Table I, except now investment is the dependent variable. (See equation (1').) In the case of predicting investment, the results are unambiguous. For all earnings definitions, the median FPE using the bivariate time series is less than the median FPE using the investment series alone. This result is also confirmed by the Wilcoxon signed-rank test. Therefore, we conclude that earnings significantly cause investment. In other words, past earnings data are useful in predicting future firm investment.

In addition to comparing FPE's and rank sums, we thought that it might be illuminating to plot comparative cumulative distributions of the (square root of the) FPE's resulting from the univariate and bivariate models.\(^{19}\) Figures 1 and 2 show the cumulative distributions of the FPE's for the earnings variable, defined as Net Income Before Extraordinary Items (NIBEI) and Net Income Plus Depreciation, respectively. In the case of the cash flow definition, the univariate model clearly dominates the bivariate model, in the sense of yielding smaller FPE's, by second-order stochastic dominance.\(^{20}\) In the case of NIBEI, on the

\(^{17}\) \( \text{FPE}_E(q, r) \) in the tables is determined by searching over \( q > 0 \) (i.e., \( q = 1, \ldots, 5 \)). \( \text{FPE}_E(q, r) \) is then compared with \( \text{FPE}_E(0, r) \) to see which yields the true minimum. Similarly, \( \text{FPE}_I(q, r) \) is determined for \( r > 0 \). Since we employed all steps of the Hsiao procedure to compute \( \text{FPE}_E(q, r) \) (and \( \text{FPE}_I(q, r) \)), the r's of \( \text{FPE}_E(q, r) \) and \( \text{FPE}_E(0, r) \) in the tables need not be identical (similarly for the q's of \( \text{FPE}_I(q, r) \) and \( \text{FPE}_I(q, 0) \)).

\(^{18}\) The nonparametric Wilcoxon signed-rank test is appropriate because we do not know the distribution of the FPE's. Also, this test attenuates the problem of outliers in the data. See also the discussion further below.

\(^{19}\) We show the square root of the FPE's simply to enhance the clarity of the plots.

\(^{20}\) On stochastic dominance, see, for example, Hanoch and Levy [18].
### Table I
Results of the FPE Test for Earnings

<table>
<thead>
<tr>
<th>Income Definition*</th>
<th>FPE&lt;sub&gt;r&lt;/sub&gt;(0,r)</th>
<th>FPE&lt;sub&gt;q(r&lt;/sub&gt;)</th>
<th>No. of Cases</th>
<th>Sum of Ranks of Positive Differences FPE&lt;sub&gt;r&lt;/sub&gt;(0,r) - FPE&lt;sub&gt;q(r&lt;/sub&gt;)</th>
<th>Sum of Ranks of Negative Differences FPE&lt;sub&gt;q(r&lt;/sub&gt;) - FPE&lt;sub&gt;r&lt;/sub&gt;(0,r)</th>
<th>Significance Level Less Than</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Net income before extraordinary items</td>
<td>(.090)</td>
<td>(.122)</td>
<td>(490)</td>
<td>(56,816)</td>
<td>(63,479)</td>
<td>(.14404)</td>
</tr>
<tr>
<td>2. Net income after depreciation</td>
<td>(.111)</td>
<td>(.111)</td>
<td>(455)</td>
<td>(56,006)</td>
<td>(47,734)</td>
<td>(.07029)</td>
</tr>
<tr>
<td>3. Operating income after depreciation</td>
<td>(.088)</td>
<td>(.125)</td>
<td>(524)</td>
<td>(64,875)</td>
<td>(72,675)</td>
<td>(.13036)</td>
</tr>
<tr>
<td>4. Operating income before depreciation</td>
<td>(.061)</td>
<td>(.125)</td>
<td>(580)</td>
<td>(57,830)</td>
<td>(110,660)</td>
<td>(.00001)</td>
</tr>
<tr>
<td>5. Net income plus depreciation</td>
<td>(.048)</td>
<td>(.134)</td>
<td>(574)</td>
<td>(49,873)</td>
<td>(115,152)</td>
<td>(.00001)</td>
</tr>
</tbody>
</table>

*These definitions correspond to the following Compustat items:

<table>
<thead>
<tr>
<th>Income Definition</th>
<th>Compustat Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>18 - 48</td>
</tr>
<tr>
<td>3</td>
<td>13 - 14</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>18 + 14</td>
</tr>
<tr>
<td>Income Definition</td>
<td>Median $FPE_t(q,0)$</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>1. Net income before extraordinary items</td>
<td>.256</td>
</tr>
<tr>
<td>2. Net income</td>
<td>.252</td>
</tr>
<tr>
<td>3. Operating income after depreciation</td>
<td>.269</td>
</tr>
<tr>
<td>4. Operating income before depreciation</td>
<td>.278</td>
</tr>
<tr>
<td>5. Net income plus depreciation</td>
<td>.282</td>
</tr>
</tbody>
</table>
other hand, dominance is not obvious. This actually corresponds to the results of the Wilcoxon signed-rank test in Table I. There the univariate model yielded significantly smaller FPE’s than the bivariate model for the cash flow definition, whereas the result was far less clear-cut for the NIBEI definition.
Figure 3. FPE Investment—Income Definition 1

Figure 4. FPE Investment—Income Definition 5
The results for the investment variable are even more impressive. Figures 3 and 4 plot the cumulative distributions of the FPE's for investment, with earnings for the bivariate model defined by NIBEI and Net Income Plus Depreciation, respectively. For both earnings definitions, the bivariate model dominates the univariate model (in the sense of yielding smaller FPE's) by first-order stochastic dominance. Therefore, we are once more led to conclude that investment does not cause earnings but that earnings cause investment in the Granger sense.

Since it is always possible that the preceding empirical results are sensitive to industry variation, we broke the data down by two-digit S.I.C. industry codes with the requirement that each industry be comprised of at least twenty firms. In this way, we were able to obtain six two-digit industries comprising about forty percent of the sample. The results were then summarized and analyzed on the basis of each industry. We found substantially the same results as for all industries together. Therefore, we conclude tentatively that industry variation does not affect the causality relationship between investment and earnings.

In addition to industry variation, we also tested the robustness of our results to alternative perturbations of the investment and earnings variables. Specifically, each firm in the sample was ranked on the basis of its average growth rate in capital expenditures. The ranked sample was partitioned by quartiles and the FPE tests replicated for the lower and upper quartiles separately. In an alternative perturbation, the FPE tests were replicated, with investment defined as the ratio of capital expenditures to total assets. In a further trial, firms were ranked in terms of the correlation between earnings and past investment. The FPE tests were again replicated for the lower and upper quartiles separately. The final perturbation involved repeating the FPE tests for those firms with an optimal lag structure of four or less in each of the two variables, earnings and investment.

For each of these perturbations, the results were substantially the same as, if not identical to, those in Tables I and II.

C. Validating the Causality Model—Prediction

To validate our conclusions, we also tested the predictive ability of our estimated causality models on the holdout data, namely, the 1980 and 1981 observations. In addition, we compared the causality model's predictive ability with a naive model, which assumes that the growth in earnings (or investment) this year is the same as the growth in earnings (or investment) last year. Table

---

21 For each firm, earnings in period $t$ were regressed against past investment lagged over the previous five periods (i.e., $t - 1$ to $t - 5$). The resulting $R^2$ from the regression represents the correlation between the firm's earnings and its past investment. Firms were then ranked on the basis of this correlation. This was done to see whether firms with a high correlation demonstrate greater predictability of earnings from past capital-expenditure data.

22 In carrying out the FPE tests, five was set to be the maximum lag structure ($Q = 5$) for each variable. The number five, we felt, mitigated against the potential problems of insufficient degrees of freedom and yet allowed for a sufficient number of lags to undertake a meaningful study. Since five is an arbitrary upper limit, it is possible that the true optimal lag structure is larger than five, especially for those firms that were found to have an optimal lag structure of five in at least one of the variables. To see whether our results are sensitive to this upper limit, the FPE tests were repeated for those firms with an optimal lag structure of less than five in each variable.

23 The results are available from the authors.
Table III
Results of Predictions for Earnings

<table>
<thead>
<tr>
<th>Income Definition</th>
<th>1980 Observation</th>
<th>1981 Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Significance Level</td>
<td>Significance Level</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>1</td>
<td>0.026</td>
<td>0.114</td>
</tr>
<tr>
<td>2</td>
<td>0.029</td>
<td>0.104</td>
</tr>
<tr>
<td>3</td>
<td>0.037</td>
<td>0.090</td>
</tr>
<tr>
<td>4</td>
<td>0.025</td>
<td>0.105</td>
</tr>
<tr>
<td>5</td>
<td>0.018</td>
<td>0.111</td>
</tr>
</tbody>
</table>
III gives summary statistics for the earnings' prediction errors where the prediction error is defined to be the predicted minus the actual squared. Columns (1), (2), and (3) list the median prediction errors (across all firms) for the optimal univariate, optimal bivariate, and naive earnings models, respectively, for the 1980 observation. Using the Wilcoxon signed-rank test, column (4) reports the significance level at which the univariate model is a better predictor than the bivariate model. Similarly, column (5) provides the significance level at which the univariate model is a better predictor than the naive model.

On the basis of simple medians, the univariate earnings model predicts 1980 earnings better than the bivariate model for all earnings definitions. Also, on the basis of the Wilcoxon signed-rank test, the univariate model predicts significantly better than the bivariate model, confirming our earlier conclusion that investment does not cause earnings. Table III also shows that, for the NIBEI, Net Income, and Net Income Plus Depreciation definitions, the univariate model predicts significantly better for 1980 than does the naive model. On the other hand, for the other income definitions, the univariate model does not predict significantly better than the naive model. Table III also presents summary statistics for the 1981 prediction errors where the causality models were not updated for the 1980 observation. In all cases, the univariate earnings model predicted earnings significantly better than the bivariate model. With one exception, the univariate model also predicts significantly better than the naive model.

Table IV is the same as Table III, except now (future) investment is being predicted rather than earnings. On the basis of median prediction errors, the bivariate model appears to predict 1980 investment better than the alternatives, which is what we would expect from our conclusion that earnings cause investment. Using a Wilcoxon signed-rank test, the results are somewhat more ambiguous. While the bivariate model predicts significantly better than the naive model for all earnings definitions, it predicts better than the univariate investment model only for the two cash flow definitions. In the case of the other earnings definitions, the bivariate model does not predict significantly better than the univariate model. The reason for this result may be due to the hypothesis that investment, which itself is a cash outflow, is more closely related to the firm's cash inflows than to the firm's income. Therefore, Operating Income After Depreciation and the cash flow definitions, which are proxies for the firm's cash inflows, are better able to predict investment than is NIBEI or Net Income.

The 1981 investment variable results are very similar to the 1980 results except that the bivariate model is not significantly better than the naive model for the Net Income definition of earnings.

III. Conclusion

The purpose of this paper has been to test empirically the causality relationships between annual corporate earnings and investment. Using Akaike's Final Prediction Error criterion and the Hsiao sequential time-series procedure, we esti-

34 This error metric is most consistent with the FPE criterion. See equation (3). In fact, since this error metric is essentially a cross-sectional FPE, we so label it in Tables III and IV.
<table>
<thead>
<tr>
<th>Income Definition</th>
<th>$FPE_t(q,0)$</th>
<th>$FPE_t(q,r)$</th>
<th>Naive</th>
<th>Significance Level</th>
<th>$FPE_t(q,0)$</th>
<th>$FPE_t(q,r)$</th>
<th>Naive</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
</tr>
<tr>
<td>1</td>
<td>.069</td>
<td>.064</td>
<td>.093</td>
<td>.59482</td>
<td>.00001</td>
<td>.084</td>
<td>.076</td>
<td>.073</td>
</tr>
<tr>
<td>2</td>
<td>.068</td>
<td>.064</td>
<td>.091</td>
<td>.77204</td>
<td>.00120</td>
<td>.083</td>
<td>.083</td>
<td>.074</td>
</tr>
<tr>
<td>3</td>
<td>.074</td>
<td>.066</td>
<td>.102</td>
<td>.33505</td>
<td>.00001</td>
<td>.084</td>
<td>.075</td>
<td>.092</td>
</tr>
<tr>
<td>4</td>
<td>.079</td>
<td>.061</td>
<td>.105</td>
<td>.02260</td>
<td>.00001</td>
<td>.086</td>
<td>.065</td>
<td>.100</td>
</tr>
<tr>
<td>5</td>
<td>.078</td>
<td>.061</td>
<td>.110</td>
<td>.05157</td>
<td>.00001</td>
<td>.086</td>
<td>.073</td>
<td>.096</td>
</tr>
</tbody>
</table>
mated autoregressive causality models for both earnings and investment. On the basis of these models, we showed that expanding the earnings information set to include investment data does not increase the predictability of earnings. On the other hand, corporate earnings were shown to have predictive content when used in conjunction with past investment data to predict future investment behavior. Thus, we concluded that investment does not cause earnings but that earnings cause investment in the sense defined by Granger.

We further attempted to validate our conclusions by employing the estimated causality models and, also, a naive model to predict earnings and investment in a holdout sample. On the whole, the holdout sample confirmed our earlier results. Thus, with some minor exceptions, the univariate earnings model predicted earnings better than both the bivariate and naive models. Furthermore, the bivariate model predicted investment better in general than both the univariate and naive models for both the 1980 and 1981 observations, especially for the cash flow definitions of earnings.

Perhaps the most important conclusion of our study is that corporate earnings are a determinant of corporate investment. There are two potential reasons for this. In an imperfect capital market, the firm's wealth may constrain its investment opportunities. Thus, if the time series of past earnings is a proxy for wealth, one would expect such a time series to help predict corporate investment. Also, the earnings time series may provide a signal about the firm's ability to find and exploit truly profitable investment opportunities. Thus, suppliers of capital may be willing to reduce their required yield to firms with a good earnings track record (and vice versa), which, in turn, increases (decreases) the firm's incentive to undertake new investments.
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