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Abstract

We develop a model of financial maintenance covenants under moral hazard, adverse selection, and accounting signals of varying quality. We explain how public signals from accounting statements can improve the outcome for lenders and borrowers by reducing inefficient risk-taking (in both the pooling and separating equilibrium), and by shielding good firms from the actions of bad (separating) ones. We find that a reduction in accounting quality moves the equilibrium from pooling to separating, to no covenants at all, consistent with the recent surge in covenant-lite loans. We also demonstrate that accounting quality has a non-monotone effect on covenant strictness. In an extension, we allow for uncertainty in macroeconomic conditions and characterize state contingent covenants.
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1 Introduction

Financial maintenance covenants are common features of bank loan contracts. They are written on publicly observable information, tested frequently against financial ratios in accounting statements, and aim to strike a balance between the need for flexibility for the borrower and protection to the lender. Despite the popular use of maintenance covenants, the extant theoretical literature on covenant design has mainly focused on negative covenants that directly prohibit borrower’s actions.\textsuperscript{1} We contribute to this literature by building a model that characterizes the equilibria under which financial maintenance covenants arise. We address three main questions: 1) why are maintenance covenants conditioned on publicly observable accounting variables, 2) what is their role in incentivizing borrowers, and 3) what is the effect of the quality of financial reporting on optimal debt contracting and covenant design.

Our model for maintenance covenants features both moral hazard and adverse selection. We incorporate asymmetric information along three dimensions: the firm’s type, the firm’s unobservable action, and the relationship between the firm’s action and the accounting signal. In our setting, management can take an unobservable action that brings private benefits to equity (and the manager) but costs to the lender. This unobservable action is socially inefficient - the private gain to the firm is not sufficient to offset the cost to the lender. Financial or accounting variables in our model are useful insofar as they are informative signals of the firm’s action. As the bank’s screening technology is imperfect, the willingness to take a contract with or without a covenant provides a signal of the firm’s type.

We adapt the Wilson-Miyazaki equilibrium concept to our setting and solve for the equilibrium contracts.\textsuperscript{2} Depending on the parameter values, we find that we can have either a separating or a pooling equilibrium. Our model provides a simple criterion that determines the kind of equilibrium that will occur: the payoff to the firm with lowest incentive to risk shift is maximized. In both

\textsuperscript{1}Financial maintenance covenants in loan contracts require the borrower to meet quarterly thresholds of the contracting variable. The contracting variable, while varying across contracts, is typically a ratio derived from items in the balance sheet or the income statement such as the current ratio, the leverage ratio, or the interest coverage ratio. Negative covenants prohibit (or require the bank’s approval for) certain actions such as paying dividends, taking on additional debt, and engaging in a merger and acquisition. They have been studied by Rajan and Winton (1995), Gorton and Kahn (2000), and Garleanu and Zwiebel (2009) amongst others. A notable exception in the theoretical literature is Gigler et. al (2009) who study financial covenants. Our paper complements the analysis in their paper by elaborating the role of moral hazard and accounting quality in contract design.

\textsuperscript{2}We discuss the Wilson-Miyazaki equilibrium in section 3.2.1.
equilibria, the mechanism of the model is the same: since the choice of firm action affects the distribution of the (public) accounting variable, the firm can affect the probability of covenant binding. As loan terms for the borrower worsen after a violation, covenants can provide incentives for the firm’s action prior to their violation and renegotiation. However, since firms differ by the benefit of risk-shifting and by the precision of the signal, in equilibrium some firms still risk-shift.

In the case of a separating equilibrium, the set of firms that do not risk-shift enjoy lower average spreads because the costs to their lender are lower. However, these benefits occur because the contract prevents inefficient risk-taking before the covenant is violated or renegotiated, not because the contract groups together lenders with inherently lower costs. On the other hand, the pooling equilibrium is useful in preventing risk-shifting by firms that are easy to incentivize (to not take the risky action), thus lowering costs for all firms. We show that the pooling equilibrium is preferred in two cases. First, it may be efficient to prevent all firms from risk-shifting. Second, a separating contract imposes an additional constraint in the maximization problem. If the mass of firms with high-risk shifting incentives is small, the benefits of separation do not outweigh the costs. Thus, our paper shows how signals from accounting statements such as financial ratios can improve the outcome for borrowers and lenders by reducing the extent of inefficient risk-taking (in both the pooling and separating equilibrium), and by shielding good firms from the actions of bad (separating) ones.

However, accounting statements are imperfect proxies for the firm’s action. For example, errors in accounting statements introduce noise in the signal used in maintenance covenants. As the firm’s compliance with the maintenance covenant depends on the observed value of the accounting signal, its noisiness can directly affect the interaction between lenders and borrowers, and consequently the design of optimal debt contracts. This issue has been a subject of a large empirical literature in both finance and accounting. For example, accounting transparency has been shown to affect loan pricing both empirically in Yu (2005) and theoretically in Duffie and Lando (2001). Our analysis of Audit Analytics data shows that between 2000 and 2012 in every single year an average of 15% of public firms in the United States restated their financial reports. Overall, this translates to 40.5% of US public firms (3,154 out of 7,780 in our sample) restating their financial reports at least once during the same period.\(^3\) This large incidence of restatements is indicative of the potentially

\(^3\)We describe our analysis of the data in Supplementary Appendix G.
high degree of noise in the underlying contracting variable.\textsuperscript{4} Despite this evidence, financial ratios based on public accounting statements continue to be commonly used (as signals or triggers) in loan contracts.

To examine the effect of the quality of financial reporting on maintenance covenant design, we augment our framework by introducing a measure of noise in the contracting variable.\textsuperscript{5} We find that increasing the level of noise moves the economy from a separating equilibrium to a pooling one, and finally to one with loans with no covenants at all. In addition, we find that increasing the level of noise has a non-monotone effect on covenant strictness. As accounting signals become noisier, covenant strictness needs to increase to provide the correct incentives. However, for a large enough level of noise there is an abrupt reversal and the optimal contract has no covenants.\textsuperscript{6}

This non-monotonic relation between noise and the strictness of covenants generated by our model reconciles mixed findings in the empirical covenant literature. On the one hand, Graham et al. (2008) find that covenant strictness increases following accounting restatements, and Kim, Song, and Zhang (2011) show similar results after the disclosure of internal control weaknesses. In addition, Callahan et. al. (2014) find that borrowers with poor accounting quality have more and stricter covenants. These studies imply that an increase in noise is positively related to covenant strictness. On the other hand, empirical research has also shown that ‘dialing up’ covenant strictness is not a panacea to resolve agency conflicts when the contracting value of accounting statements (on which financial covenants are based) is reduced by the presence of noise. For instance, Begley and Chamberlain (2005) use a firm specific signal to noise ratio and show that the use of financial covenants declines when the signal becomes too noisy in either direction (both aggressive and conservative accounting). Costello and Wittenberg-Moerman (2010) find that the discovery of poor accounting quality, as exhibited by internal control weaknesses, results in a decreased reliance

\textsuperscript{4}The high percentage of restatements understates the true level of noise in accounting statements for at least two reasons. First, not all accounting irregularities or errors are caught by the firm or the auditor. Second, firms have considerable discretion to manipulate earnings using accrual or real earnings management without violating Generally Accepted Accounting Principles (GAAP) (Dechow, Ge, and Schrand (2010)).

\textsuperscript{5}In the spirit of the literature of information economics and auction theory, we define a signal $Z_1$ as more noisy than signal $Z_2$ if the payoff to the firm with the lowest incentive to risk-shift is lower in the equilibrium with signal $Z_1$. We also show that several ways of introducing noise in the accounting signal (random errors, white noise, etc.) are consistent with our definition of noisiness. We note that the existence of financial maintenance covenants may itself create incentives for manipulation. This issue is beyond the scope of this paper and we leave it for future research.

\textsuperscript{6}Covenant-lite loans, or loans with no financial maintenance covenants, have become increasingly commonplace in the US $747 billion leveraged loan market accounting for 57% of the new loan issues in the United States for 2013 and 62% for the first half of 2014 (Burne, 2014). For a detailed discussion on covenant-lite loans and related agency issues, see Billett, et al. (2014).
on accounting-based financial covenants and a corresponding increase in loan spreads. Finally, Demerjian (2011) links the decline in the use of balance sheet based covenants from 80% of loan contracts in 1996 to only 32% in 2007 to a change in the accounting standards that have increased noise and compromised the value of the balance sheet for debt contracting. This latter set of studies concludes that an increase in noise is negatively related to covenant strictness.

Our model, which incorporates the interaction of signaling (by choice of contract), incentive provision (by the incentive role of covenants) and accounting quality, allows us to derive a nuanced view of the relationship between noise and covenant design. On the one hand, when the accounting signal gets noisier, financial covenants need to be tighter to provide incentives; on the other hand since generating incentives becomes more expensive more firms will either choose the no-covenant contract (in the separating equilibrium) or will risk-shift (in the pooling equilibrium). Thus, at low-to-moderate levels of noise, increasing the degree of noise leads to tighter covenant strictness on contracts with covenants and more contracts without covenants. For intermediate levels of noise, the separating equilibrium unravels, so all firms receive contracts with covenants. Lastly, for very high level of noise providing incentives to any firm is inefficient, so all contracts are without financial covenants.

Finally, we show the flexibility of our setting to investigate other important contracting questions. Specifically, we use our framework to analyze whether covenants should be conditioned on the outcome of macroeconomic uncertainty, and if so, how? We show that even under very mild and plausible assumptions small changes in the distribution of the publicly observed macroeconomic signal over the business cycle yields dramatically different predictions on optimal covenants. If information about the conditional distribution of the macroeconomic signal over the business cycle is not reliable, the robust optimal contract ignores the aggregate shock. Thus, our analysis explains why even though aggregate market risk is important in pricing loans, financial covenants are not contracted on macro-economic conditions, but on firm specific signals from accounting statements. Since this question is unrelated to the main contribution of the paper, we present these findings in Supplementary Appendix E.
1.1 Related Literature

The theoretical literature on the role of financial covenants in debt contracts is large; and as such it is important to describe how we relate and contribute to this literature. In general, covenants in the extant literature are derived either to provide a valuable option to lenders to gain control rights, to exert power over managers following an adverse financial event (Smith and Warner (1979), Berlin and Mester (1992), Aghion and Bolton (1992), and Dewatripont and Tirole (1994), Gigler et. al. (2009)), or to diminish hold-up problems associated with short term debt as in Rajan (1992). More recently, a pair of important papers have modeled covenants as tripwires to aid in the renegotiation of debt contract terms (Garleanu and Zwiebel (2009) and Gorton and Kahn (2000)).

Our model is closely related to the insightful work of Garleanu and Zwiebel (2009). In their work, contract terms cannot be contingent on some payoff relevant states, even if they are observable (at a cost). Renegotiation ensures an efficient outcome, but since it is costly, the optimal contract gives the control rights (in the form of a covenant) to the party that minimizes the incidence of renegotiation. In their model, firms that would be easy to incentivize ex-post are willing to give up rights ex-ante to signal their type. Thus covenants reduce the cost of renegotiation since the lender must control a future action by the firm. As the action is presumed to be observable, a covenant on a financial ratio or an accounting variable is an inefficient tool to assign control rights. We explicitly construct our model to contrast the incentive and signaling role of financial covenants. We show that when covenants are written and tested against publicly observed accounting variables, the contract can serve a signaling purpose only if the covenant also serves a direct incentive role. We find that this conclusion is maintained even in the presence of noise in the accounting signal. Furthermore, we also demonstrate in a nested specification of our model that the signaling role of covenants in Garleanu and Zwiebel is not a necessary condition for the existence of maintenance covenants.

Our paper complements the work in Gigler et. al. (2009) who model optimal debt covenants while varying the degree of conservatism in accounting, which generates the public signal. Specifically, their paper models a project with uncertain returns financed by a loan, where the public signal is informative of the project’s future return. If the public signal falls below a threshold, the debt holders have the right to liquidate the project. However, unlike their work which focuses on
the asymmetry in how the accounting signal conveys good news and bad news, and its implication on debt contract design, we model the role of financial maintenance covenants in the presence of moral hazard, private information, and noise in the accounting signal, while being agnostic about the source of noise.

Our paper is also related to Rajan and Winton (1995). In their study, the incentive problem is on the side of the financial intermediary. If performing socially beneficial monitoring and exerting control over the borrower is costly, it is efficient to delegate these functions to one of the lenders (the bank). However, this creates free-riding problems. In their model, the variable on which the covenant is written is observable only after costly monitoring. The right to demand early repayment if a covenant is breached gives the bank enough renegotiation power that obtaining information becomes efficient. As the lender must be able to determine if the covenant has been broken, information is acquired as a by-product. While their work describes bank incentives and covenants well, their approach leaves financial maintenance covenants unexplained. First, these covenants are written on public (and freely available) accounting information. Second, the Rajan-Winton model precludes the lender (bank) from conditioning its action on public information, which is the central contracting variable for financial maintenance covenants.

The rest of the paper is organized as follows. We describe the main model in Section 2. In Section 3, we solve for the equilibrium contract and explore its properties. Section 4 is devoted to exploring the effect of variation in accounting quality on the optimal contract. Section 5 concludes. All the main proofs are relegated to Appendix A, while Appendix B presents an extension of our model in which the level of the noise in the signal is unknown.

In addition, we present various extensions to our model in the supplementary appendices. In Supplementary Appendix C we generalize the relationship between the benefit and cost of risk shifting. Supplementary Appendix D gives a simple model of asset substitution from which the benefit and cost of risk shifting are endogenously derived. In Supplementary Appendix E, we consider the effect of business cycles and derive the optimal loan contract with state-contingent covenants. Supplementary Appendix F has a more realistic model of renegotiation. Supplementary Appendix G details the computation of the restatement frequency for US public firms. Finally, while we present a parsimonious version of the model in the paper under which our findings can be intuitively followed, we develop a series of extensions wherein we relax the simplifying assumptions and demonstrate their effects. As these extensions are not essential to the main analysis, we include them in a supplementary appendix.
Supplementary Appendix H contains the proofs of some technical results.

2 Environment

There are two parties to a relationship, a firm and a lender (bank). The firm needs a loan of size $I$, and in the following period will have a positive cash flow $W$ if the loan is given. We assume that at most $R \leq W$ of the firm’s resources are available to repay the loan. For simplicity of exposition we assume that the interest rate is zero, or equivalently that all sums have been appropriately discounted. Both parties in the relationship are risk-neutral and there is a mass of perfectly competitive banks.

The firm’s management can conduct business in a safe ($s$) or risky ($r$) manner. This action is unobservable. If the action taken is ($r$), at the end of the period (after repayment to the bank), the firm gets an additional payoff of $x$, while the bank suffers a loss of $y$.\footnote{In Supplementary Appendix D we develop a simple model to justify this assumption. We interpret $y$ as the loss due to increased probability of default. Also, we assume that the private benefit $x$ is either unobservable or cannot be transferred to the bank.}

We assume that all the relevant firm characteristics are public information, except for the firm’s benefit from taking the risky action - $x$. This assumption is motivated by the fact that the bank’s screening technology is imperfect, which implies that even after conditioning on observable variables there is some uncertainty about the permanent characteristics of the firm.\footnote{In Supplementary Appendix C, we generalize the model by also allowing the cost of risk-shifting $y$ to be private information. We don’t find any significant differences.} In the context of the model, the true benefit of risky action to the firm $x$ is known to itself, but unknown to the bank. Let $M(x)$ be the bank’s subjective probability distribution over possible $x$. Alternatively, we can think that there is a mass of firms with different values of $x$ and the bank cannot distinguish among them. The two interpretations are equivalent, but we will adopt the latter. Let $[x_a, x_b]$ be the support of that distribution. We assume that $M(x)$ is continuous. The firm’s $x$ will also serve as its label.

If the private benefit of risk-taking always exceeds the cost to the bank, then it will be efficient to have a simple debt contract with the cost to the bank $y$ priced in. In what follows, we assume that for at least some of the firms the private benefit of risk-taking is lower than the cost to the bank, that is, total surplus is maximized by taking the safe action. However, since the firm still has a private benefit of risk-shifting, incentives must be given to achieve the efficient outcome.
**Assumption 1** \( M(y) > 0 \) and \( x_a > 0 \).

Assumption 1 implies that for a positive mass of firms, the private benefit of risk-taking \( x \) is smaller than the cost \( y \) borne by the bank.

With competitive banking, the face value of the loan is \( D = I \) if it is anticipated that the firm will play \( s \) and \( D = I + y \) otherwise. The efficient solution is not be consistent with incentives if a firm’s value of risk-taking is higher than the value of the safe action, or \( x > 0 \). The second part of assumption 1 implies that all firms have an incentive to perform the risky action. Under these conditions, the face value of the repayment of the loan is simply \( D = I + y \).

We assume that there is some random variable \( Z \) that is correlated with the firm’s action. The random variable \( Z \) has a conditional cumulative distribution function \( F(z|a) \), a compact support \([z_a, z_b]\), and a conditional probability density function \( f(z|a), a = r, s \) that is continuous and strictly positive on the support. Following Milgrom (1981), we make the the assumption that the signal satisfies the monotone likelihood ratio property (MLRP).

**Assumption 2** The likelihood ratio

\[
g(z) \equiv \frac{f(z|s)}{f(z|r)}
\]  

is strictly decreasing in \( z \).\(^{10}\)

This condition ensures that a higher value of \( z \) is a signal that the firm took the safe action (for any non-degenerate prior on the action, a higher \( z \) increases the posterior probability that the firm took the safe action). Intuitively, a low value of \( z \) is more likely if the firm took the risky action. So, if some outcome is tied to the value of the random variable \( z \), the firm might have an incentive to change its action.

We can think of \( z \) as financial or accounting information generated by the firm. This signal is produced at no additional cost and is observed by all parties costlessly and without error.

Payments can be conditioned on the outcome of the (costlessly observed) signal \( z \); we will call invoking this option of the contract as covenant renegotiation. The bank incurs a cost \( c \) if it invokes the covenant.\(^{11}\)

\(^{10}\)This is not a serious restriction. Let \( x \) be a finite-dimensional vector of all the variables correlated with the firm’s action. Then if we define \( z \equiv f_s(x|s)/f_r(x|r) \), the one-dimensional variable \( z \) satisfies the assumption above. Moreover, the Neyman-Pearson Lemma implies that, up to a strictly monotone trans formation, \( z \) is the most
Table 1: Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Investment (size of the loan).</td>
</tr>
<tr>
<td>W</td>
<td>Cash flow from the funded project.</td>
</tr>
<tr>
<td>R</td>
<td>Cash flow available for repayment.</td>
</tr>
<tr>
<td>a</td>
<td>Firm’s unobservable action. $a \in {r, s}$.</td>
</tr>
<tr>
<td>x</td>
<td>Private benefit of the risky action ($a = r$).</td>
</tr>
<tr>
<td>y</td>
<td>Cost to the lenders from the risky action ($a = r$).</td>
</tr>
<tr>
<td>M(x)</td>
<td>Distribution of firm types.</td>
</tr>
<tr>
<td>z</td>
<td>Publicly observable signal $z$, correlated with $a$.</td>
</tr>
<tr>
<td>$F(z</td>
<td>a)$</td>
</tr>
<tr>
<td>$H(z)$</td>
<td>$F(z</td>
</tr>
<tr>
<td>$Z = [z_a, z_b]$</td>
<td>Support of the signal $z$.</td>
</tr>
<tr>
<td>c</td>
<td>Renegotiation cost</td>
</tr>
<tr>
<td>D</td>
<td>Base payment</td>
</tr>
<tr>
<td>$A \subseteq Z$</td>
<td>Set of $z$-s for which the lenders can demand early repayment.</td>
</tr>
</tbody>
</table>

**Definition 1** A debt contract is a triplet of base payment $D$, a Borel-measurable set $A \subseteq [z_a, z_b]$ of realizations of $z$ at which there is a renegotiation, and a repayment function $D_1 : A \rightarrow \mathbb{R}_+$.  

We assume that the banking sector is competitive. The banks post offered contracts and they are committed to their offers.

The sequence of events is summarized in the timeline. The timeline is also useful for understanding the differences between our model and the extant theoretical models on covenant design. In the Garleanu and Zwiebel (2009) model everything is observable (at a cost) and the contract is renegotiated before an additional action is taken. The covenant is then the right of the bank to block the (observable) action. In the Rajan and Winton (1995) model, the bank acquires the signal $z$ and depending on its value, it may have the option to forbid an action. Finally, Gorton and Kahn (2000) assume that the bank always has the right to renegotiate; this right the authors call a covenant.

In our work, we assume that the firm has an informational advantage over the lender, but that the nature of its action has consequences for information reflected in accounting measures, $z$. So the signal $z$ is informative of the past rather than the future. Renegotiation of the contract based

---

11 We interpret $c$ as legal, administrative, and monitoring costs. The cost $c$ can also include the opportunity cost of disrupted future investment or future higher financing costs for the firm. Chava and Roberts (2008) and Roberts and Sufi (2009b) document this effect.
on the signal cannot affect the action going forward (since it has already happened). However, since the renegotiation is anticipated, it can have incentive effects, as we shall see.

**Figure 1: Timeline in the model**

**Interpretation of the signal** $z$  We interpret the signal $z$ as the set of publicly reported variables, such as financial ratios in accounting statements, generated by the borrower. Access to $z$ can be more or less valuable in the debt contract (in an ex-ante sense) for two reasons. First, the firm may make more or fewer mistakes in preparing the report; second, even if correctly measured, the accounting signal $z$ may be more or less informative of the firm’s private information. We interpret both (1) and (2) as noise. We consider the impact of noise on the equilibrium contract formally in section 4.

**Covenant violation** In our model, when the signal $z$ falls in the set of prohibited values, the lender receives additional payment ($D'(z) - D$) (which we discuss later on). This modeling choice is consistent with payments made in practice. When a maintenance covenant is violated the loan is considered legally in technical default, which gives the lender the right to demand immediate repayment of the principal (i.e., accelerate the loan date). Even in cases where the lender waives the covenant violation, a combination of a one-time waiver fee, an increase in the interest rate, or additional collateral is often demanded by the lender (Sufi (2009a) and Vance (2005)). The details of the new contract terms are determined via renegotiation.\footnote{For details see Roberts and Sufi (2009b), pg. 1688 -1689. According to S&P Leveraged Commentary and Data, the average covenant waiver fee was 240 basis points for US corporations (Hyde (2008)).}
3 Optimal contracts

3.1 Incentive constraints

In order to solve the model, we start with analyzing the action of a firm facing a set of contracts. The firm has no external source of funds, so all payments to the bank must be financed by the firm’s cash flow. This implies the constraint \( D \leq R, D_1(z) \leq R \).

Suppose that a firm has signed a debt contract. It would choose to perform the safe action if and only if, given the expected repayment function, the following condition is satisfied:

\[
\text{Prob}(A^c|s)D + \int_A D_1(z)f(z|s)dz \leq \text{Prob}(A^c|r)D + \int_A D_1(z)f(z|r)dz - x
\]

We call this condition the incentive constraint.

The repayment function cannot be arbitrary: it has to be consistent with the bargaining process between the firm and the bank after the covenant is violated. We assume a simple bargaining process in which the bank makes a take it or leave it offer to the firm, which, at this point, has no outside option. Then, clearly, \( D_1(z) = R \) for all \( z \in A \). Then a contract is simply a pair \((A, D)\), where \( A \) is a Borel set and \( D \) is a real number. This implies that the condition for the firm to take the safe action will be:

\[
[R - D][\text{Prob}(A|r) - \text{Prob}(A|s)] \geq x.
\]

Given a finite set of contracts, the management will choose contract \( i \) and action \( a \) that maximize its payoff:

\[
(i, a) \in \arg \max_{i \in \{1, \ldots, n\}, a \in \{r, s\}} W - \text{Prob}(A^i|a)R - (1 - \text{Prob}(A^i|a))D^i + \chi_r(a)x,
\]

where \( \chi_r(.) \) is an indicator function, which is 1 if \( a = r \) and 0 otherwise.

**The importance of renegotiation** The potential worsening of loan terms following a renegotiation is an important tool in providing incentives to the firm. If the firm can refinance the loan with outside funds at the original terms, the mechanism in our model will not operate. However,
the literature on relationship banking shows that there can be substantial costs when switching lenders. Thus, we can interpret the change \( R - D \) as constrained by the (inferior) outside option that firms have.

The mechanism of our paper still operates even if incumbent banks have no cost advantage to outsiders. In Supplementary Appendix F we explicitly model the effect of outside banks on renegotiation. In this case it is impossible to prevent risk-shifting completely (if the firm always plays \( s \), then the outside banks will refinance the loan at the original terms, so no incentives can be provided), but the probability of risk-shifting can be reduced by covenants. As the ex-post probability that the firm risk-shifted depends on \( z \), the renegotiated amount increases with the severity of the covenant violation.

### 3.2 Adverse selection

We begin our analysis by solving the model for a given (and known) conditional distribution of the signal \( z \). We propose our measure of noise in section 4.1 and show how it can be derived from the distribution of \( z \). Therefore, we first solve the model for a fixed level of noise. In section 4.2 we consider how varying the degree of noise affects the equilibrium.

Earlier, we discussed the behavior of firms who are committed to a specific loan contract. In practice, however, firms choose the contracts they sign in a competitive loan market. Next, we model a setting where banks offer a variety of contracts (face value - covenant pairs) and firms are free to select the contract that best suits them. Since the covenant affects the firm’s choice of a contract, it performs both incentive and screening functions.

#### 3.2.1 Equilibrium

Ever since the seminal work of Rothschild and Stiglitz (1976), it has been well known that competitive equilibria with adverse selection and screening might not exist. The intuition is simple. Suppose that in equilibrium the high-risk and low-risk firms are separated. If the number of high-risk firms is small, the cost to low-risk firms of being pooled will be small, so a pooling contract will be preferred by everyone. On the other hand, if the contract is pooling it will be possible to offer a contract that is preferred only by low-risk firms. As a result no equilibrium set of contracts exists.
The pooling contract is not sustainable, since it is profitable to “steal” low-risk customers and split the savings between the bank and the firms. However, the cost savings are contingent on the high-risk firm remaining on the original contract. If the original contract was pooling risks and breaking even, then under the new circumstances it would not be breaking even, and consequently it would be withdrawn. Thus, the pooling contract is fragile due to the myopia of the party offering a new contract.

Recognizing this, Wilson (1977) and Miyazaki (1977) introduce an equilibrium concept (sometimes called anticipatory equilibrium) in which every party correctly predicts the consequences of its offered contract on all other parties. We adapt the Wilson-Miyazaki equilibrium to our environment: the crucial additional restriction is that when introducing new contracts every bank takes into account that money-losing contracts will be withdrawn from the market.\(^{13}\)

The equilibrium consists of the set of contracts on offer and the actions of the firms. The firms choose which contract to sign and what action to take. The first choice is denoted by the contract assignment function \(b: [x_a, x_b] \to \{1, \ldots, n\}\). Given that, the set of firms that take up contract \(i\) is \(B_i = \{x : b(x) = i\}\). The second choice is the action and is denoted by the action recommendation \(a(x)\). The first restriction on the equilibrium is that all firms choose a contract and an action that maximize their profits.

\textbf{Definition 2} Given an arbitrary finite set of contracts, \(\{(A^i, D^i)\}, i = 1 \ldots n\), a contract assignment \(b: [x_a, x_b] \to \{1, \ldots, n\}\) and an action recommendation \(a : [x_a, x_b] \to \{r, s\}\) are consistent with individual rationality if

\[
(b(x), a(x)) \in \arg \max_{b \in \{1, \ldots, n\}, a \in \{r, s\}} W - \text{Prob}(A^b|a)R - (1 - \text{Prob}(A^b|a))D^b + \chi_r(a)x, \quad \forall x \in [x_a, x_b].
\]

Notice that for a given set of contracts the restriction above uniquely determines the equilibrium contract and action for all but a measure zero of firms. Also, if \(b(x)\) (and hence \(B_i\)) and \(a(x)\) are consistent with individual rationality, they are also Borel-measurable.

The second restriction on the equilibrium concerns the way banks form expectations about the profit related to offering a new contract. In a traditional screening equilibrium banks 1) assume

\(^{13}\)The equilibrium is static, even though we use dynamic language to describe it. Netzer and Scheuer (2014) give a game-theoretic foundation of the equilibrium concept. They show that Wilson contracts are the unique robust equilibrium of the game.
that all other contracts will remain on offer, and 2) correctly anticipate which firms will take the
new contract, given assumption 1. In our equilibrium we add an additional demand on a bank’s
rationality: a bank is able to take into account its effect on the profitability of other banks and
hence anticipate that contracts that start losing money will be withdrawn.

**Definition 3** Given a finite set of contracts, a surviving contracts set is a subset of the original set
such that (i) given the new contract assignment of firms and action recommendations consistent with
individual rationality, all the contracts are making nonzero profits, (ii) the collection is maximal by
inclusion amongst all collections with property (i).

We can think of arriving at a surviving contracts set as the outcome of the following procedure.
Pick an arbitrary money-losing contract and eliminate it. Then let the firms reoptimize and take
up the contract that maximizes their payoffs. Given the new distribution of firms along contracts,
recompute expected bank profits. Then continue the procedure until there are no money-losing
contracts left. Since the order of elimination matters, there will be a collection of surviving contracts
sets.

At this stage we are ready to define an equilibrium.

**Definition 4** A competitive equilibrium in an economy with adverse selection consists of a finite
set of contracts $S = (A^i, D^i), i = 1 \ldots n$, a contract assignment function $b(x)$, and an action
recommendation $a(x)$ such that:

1. The partition of firms along contracts and the action recommendation are consistent with
individual rationality.

2. Banks break even on each contract:

$$\int_{B_i} [\text{Prob}(A^i|a(x))(R - c) + (1 - \text{Prob}(A^i|a(x)))D^i - I - \chi_r(a(x))y] \, dM(x) \geq 0.$$ 

3. There does not exist a finite set of alternative contracts $S' = \{(A^j, D^j)\}$, different from the
existing contracts, such that for one of the surviving contract sets $A$ for $S \cup S'$, $S' \subseteq A$ and
for some $s \in S'$, profits are strictly positive.
Condition (3) requires that it is impossible to add a contract that will survive the iterated elimination of money-losing contracts and make a positive profit. By our definition, we have made the additional restriction as loose as possible - the bank holds the most optimistic view about the profitability of a new contract. On the other hand, we have imposed the restriction that all the introduced contracts are in the surviving contracts set. This prevents introduction of a pair of contracts, one of which is deliberately losing money in order to eliminate an existing contract.

The equilibrium as described appears to be complicated and its existence does not appear to be guaranteed. However, we are able to show that an equilibrium always exists. Second, we show that the equilibrium contracts have a simple structure and are the optimal policy in a constrained maximization problem. In the rest of the section, we simplify the equilibrium analysis and show that the equilibrium will be one of three types: separating, risk-taking, and pooling.

We can simplify the analysis with three observations. First, any contract can be transformed into a contract of the type \([z_a, \tilde{z}], D\) in such a way that the firm’s incentives for action and expected returns are unchanged and the bank’s costs are lowered. This does not change the endogenous distribution of firms along contracts. Second, if two firms choose the same action, they choose the same contract - the one that minimizes expected payment, conditional on the action. Therefore, there can be at most two types of contracts taken up. Third, if a firm \(x\) optimally plays \(r\), then all firms with \(x' > x\) will take the same contract and play \(r\). Similarly, if firm \(x\) plays \(s\), a firm with \(x' < x\) will also play \(s\). Then here are the possibilities:

<table>
<thead>
<tr>
<th>Firm type</th>
<th>(x_a \leq x \leq \hat{x})</th>
<th>(\hat{x} \leq x \leq x_b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action</td>
<td>(s)</td>
<td>(r)</td>
</tr>
</tbody>
</table>

The cutoff point \(\hat{x}\) summarizes the possibilities: if \(\hat{x} = x_a\), then in equilibrium all firms will choose the risky action, which implies that the contract will be without covenants; if \(x_a < \hat{x} < x_b\), in equilibrium some firms will play risky and some will play safe; finally if \(\hat{x} = x_b\) then all firms will play safe, so all observed contracts will have covenants. The contract with covenants is \(([z_a, \tilde{z}], D)\) and the contract without a covenant is simply a flat payment of \(D\).

Summarizing the discussion above, we have the following:
Proposition 1 Suppose an equilibrium exists. Define \( \hat{x} \equiv \sup\{x \in [x_a, x_b] : \text{Firm } x \text{ plays } s\} \); if the set is empty set \( \hat{x} \equiv x_a \).

Then:

1. All firms with \( x \in [x_a, \hat{x}) \) play \( s \) and all firms with \( x \in (\hat{x}, x_b] \) play \( r \).

2. If \( \hat{x} = x_a \), then in equilibrium all firms with \( x \in (x_a, x_b] \) will choose the contract \( (\emptyset, I + y) \).

3. If \( \hat{x} = x_b \), then in equilibrium all firms with \( x \in [x_a, x_b) \) will choose the contract \( ([z_a, \tilde{z}], D) \) with binding incentive and break-even constraints.

Proof. In Appendix A. ■

We note that the only possibility for two contracts to coexist is if \( \hat{x} \in (x_a, x_b) \) and all firms with \( x \in [x_a, \hat{x}) \) take one contract, while the firms \( x \in (\hat{x}, x_b] \) take the other. Somewhat abusing the standard terminology, we call this a separating equilibrium. In all other cases, there is only one contract on the market. If all firms take action \( a = r \), we call this a risk-taking equilibrium; all other equilibria we call pooling.

Definition 5 An equilibrium is separating if there exist two contracts, each taken up by a nonzero mass of firms, such that all firms in the first contract take action \( a = s \) and all firms in the second contract take action \( a = r \). An equilibrium such that all firms choose \( a = r \) is risk-taking. An equilibrium that is not separating or risk-taking is pooling.

In the following sections, we consider briefly the different types of equilibria.

3.2.2 Separating equilibria

First, we conjecture that the equilibrium is separating. For any contract, (almost) all firms that choose it will take the same action.

Let’s guess that there are (a positive mass of) firms playing \( s \) and \( r \). First, look at some contract \( (A, D) \) taken up by firms playing \( r \). The break-even constraint and the assumption of separation implies that \( \text{Prob}(A|r)R + (1 - \text{Prob}(A|r))D \geq I + y \). If the inequality is strict, it would be feasible to add the contract \( (\emptyset, D') \) such that \( I + y < D' < \text{Prob}(A|r)R + (1 - \text{Prob}(A|r))D \). The new
contract would make positive profits, which is a contradiction. So the contract taken up by the firms playing \( r \) is simply \((0, I + y)\).

Now consider the contract taken up by the ‘safe’ firms. By the assumption of separation, ‘risky’ firms must weakly prefer the ‘risky’ contract. So, the contract for safe firms must satisfy:

\[
\text{Prob}(A|r)R + (1 - \text{Prob}(A|r))D \geq I + y.
\]

Also the bank must break even on the contract. Since all firms that take up the contract play \( s \), then the break-even constraint is as follows:

\[
\text{Prob}(A|s)R + (1 - \text{Prob}(A|s))D \geq I \text{ + Prob}(A|s)c.
\]

The equilibrium contract must minimize expected repayment from that contract subject to the two constraints. If it does not, a bank can offer a new contract that attracts a mass of firms playing \( s \) and makes a positive profit. Then the payoff for the ‘safe’ firms from a separating contract is given by the problem \( P1 \) below:

\[
v^*_s = \sup_{A,D} W - \text{Prob}(A|s)R - \text{Prob}(A^c|s)D
\]\n
subject to \( D \leq R \), \( A \subseteq [z_a, z_b] \)

\[
\text{Prob}(A|s)R + \text{Prob}(A^c|s)D \geq I + c \text{Prob}(A|s)
\]

\[
\text{Prob}(A|r)R + \text{Prob}(A^c|r)D \geq I + y.
\]

where by convention \( v^*_s = -\infty \) if the constraint set is empty.

**Lemma 1** If the constraint set for problem \( P1 \) is nonempty, then the optimum is attained, \( A = [z_a, z_b] \), (5) and (6) are binding, and the solution is unique.

### 3.2.3 Risk-taking equilibria

The case when all firms take action \( a = r \) is easy to analyze. Competitive forces lead to the contract \((0, I + y)\) being offered. The payoff to the lowest-\( x \) firm from this contract is \( v^*_r = W + x_a - I - y \).
3.2.4 Pooling equilibria

We call all non-separating and non-risktaking equilibria pooling. In a pooling equilibrium, either all firms take the same action \( a = s \), or the actions \( s \) and \( r \) coexist for some contract. As a consequence, conditional on the chosen action, the expected payment is the same for all contracts. This implies the following Lemma.

**Lemma 2** Suppose there exists an equilibrium that is pooling. Then there exists only one contract taken up by a positive mass of firms.

**Proof.** In Appendix A. ■

Given the unique equilibrium contract, firms will choose action \( r \) if \( x \geq \hat{x} \equiv (\text{Prob}(A|r) - \text{Prob}(A|s))(R - D) \). Thus we see the two possible cases for the pooling equilibrium: if \( \hat{x} \in (x_a, x_b) \), some firms take action \( a = r \) and others choose \( a = s \); if \( \hat{x} \geq x_b \) then almost all firms choose the safe action.

The key to characterizing the equilibrium pooling contract is the fact that it maximizes the profit of firm \( x_a \), subject to appropriate constraints. Suppose that the contract on offer does not do that. Then it will be possible to offer a contract that is preferred by low-risk firms with \( x \in [x_a, x'] \) for some \( x' \). Then the existing contract is saddled with firms that are more likely to risk-shift, so average costs rise and the original contract is withdrawn. Finally, all firms take up the new contract, which by construction breaks even.

Therefore, the equilibrium pooling contract can be derived with a contract theory approach. In the contract design problem, we specify the actions of all firms directly. The contract specifies \( \hat{x} \), \( z \) and \( D \) and must satisfy incentive constraints and break even constraints. The value of the low-x firm when the cutoff firm is \( \hat{x} \) is derived by the following problem P2:

\[
v^*_p(\hat{x}) = \sup_{A \subseteq [z_a, z_b], D} W - \text{Prob}(A|s)R - \text{Prob}(A^c|s)D \tag{7}
\]

subject to \((\text{Prob}(A|r) - \text{Prob}(A|s))(R - D) = \hat{x} \) \tag{8}

\[
\text{Prob}(A|s)R + \text{Prob}(A^c|s)D + (1 - M(\hat{x}))\hat{x} \geq I + y[1 - M(\hat{x})] + c[M(\hat{x}) \text{Prob}(A|s) + (1 - M(\hat{x})) \text{Prob}(A|r)] \tag{9}
\]
Equation (8) is the incentive constraint and condition (9) is the break-even constraint.¹⁴ Let the value of the best pooling contract be \( v_p^* = \sup \left\{ v_p^*(\hat{x}) \right\} \).

Below we show that with an additional assumption, problem P2 either has a well-defined maximum, or no pooling contract is feasible (so \( v_p^* = -\infty \)).

**Assumption 3** Let \( A(\hat{x}) \) be the optimal \( A \) in the pooling contract if the cutoff firm is \( \hat{x} \); if no contract is feasible for \( \hat{x} \), define \( A(\hat{x}) = \emptyset \). Then \( \sup \text{Prob}(A|s) < 1 \).

**Lemma 3** If \( x_a > 0 \), assumption 3 holds, \( M(x) \) is continuous and the constraint set of P2 is nonempty, then the optimum for problem P2 is attained, the constraint (9) is binding and \( A = [z_a, \tilde{z}] \).

**Proof.** In Appendix A. ■

### 3.2.5 Equilibrium existence

In Sections 3.2.2, 3.2.3, and 3.2.4, we showed that banks seek to offer contracts that are attractive to low-\( x \) firms. As a result, we showed that if a separating equilibrium contract exists, it must be a solution to P1; if a pooling separating contract exists, it must be a solution to P2 and if in equilibrium all firms act \( a = r \), then the equilibrium contract is \((\emptyset, I + y)\). The technical Lemmas 1 and 3 ensure that the problems P1 and P2 either have solutions or are infeasible. Then, if an equilibrium exists, it maximizes the value of the \( x_a \) firm among the best separating, risk-taking or pooling contract. Formally, we have the following theorem:

**Theorem 1** An equilibrium exists. The equilibrium contract maximizes the payoff to firm \( x_a \), which is given by \( v^* = \max \{ v_s^*, v_r^*, v_p^* \} \).

**Proof.** In Appendix A. ■

Our environment always has an equilibrium outcome of the Wilson-Miyazaki type. Moreover, it has a clear structure and can be derived as the maximum of three auxiliary problems.

What ensures the existence of equilibrium? In the classic adverse selection setting, an equilibrium fails to exist if there are too few high-risk agents. In this case, a pooling contract is preferred

¹⁴It is possible that the optimal pooling contract induces expected payment by the risky firms of more than \( I + y \); in this case some bank will offer the contract \((\emptyset, I + y + \epsilon)\) and unravel the pooling equilibrium. This will never happen given the parameter assumptions we have made.
by everyone, but the pooling equilibrium will itself be unravelled by a contract that appeals only to low-risk agents. In our equilibrium, pooling survives because when a bank offers a new contract, it takes into account its effect on other debt contracts. The bank cannot steal the good risks and leave the rest, since it knows that contracts saddled with bad risks will be withdrawn.

As a result, in the pooling case, banks compete by offering contracts that are designed to break even when all the firms take them up. Thus, the Wilson-Miyazaki equilibrium always exists and can be formulated as a contract theory problem.

3.3 Analysis of the adverse selection model

By Lemmas 1 and 3, the covenant set $A$ is just an interval $A = [z_a, \tilde{z}]$. Since breaking the covenant is costly, it is optimal to minimize the probability that it will be in effect. The MLRP property implies that the signal is most informative of risk-taking for a low value of $z$, so it is optimal to choose a set $A$ with the smallest possible values for $z$, and hence an interval.

This result conforms to contracts that we observe in practice and allows us to identify the “strictness” or “tightness” of a covenant with the threshold value $\tilde{z}$.

3.3.1 Analysis of the separating equilibrium

In this section, we use the fact that the contract in the separating equilibrium is the solution to problem P1. This allows us to find a simple necessary condition for the existence of a separating equilibrium.

**Proposition 2** A necessary condition for a separating equilibrium is that the problem P1 has a solution (denoted $(\tilde{z}, \tilde{D})$) and $\hat{x} \in (x_a, x_b)$, where $\hat{x} = y - cF(\tilde{z} | s)$.

If the equilibrium is separating, then all firms with $x \in [x_a, \hat{x})$ will take the contract with covenants $(\tilde{z}, \tilde{D})$ and all firms with $x \in (\hat{x}, x_b]$ will take a contract without a covenant with $D = I + y$.

**Proof.** In Appendix A. □

In problem P1, we find the optimal separating contract for the firms taking action $a = s$. In other words, the proposition above states that a necessary condition for the equilibrium to be separating is that a positive measure of firms take action $a = s$ when faced with the separating
contract. If $\hat{x} \leq x_a$, then the simple risk-taking contract will be preferred by all firms. When $\hat{x} \geq x_b$, then a pooling contract in which all firms are incentivized to choose $a = s$ is preferable.

Next, we turn to comparative statics on the equilibrium contract.

**Proposition 3** The optimal covenant strictness $\tilde{z}$ in the separating contract is increasing in $y$ and $I$ and decreasing in $c$, while the threshold firm $\hat{x}$ is decreasing in $c$ and $I$.

**Proof.** In Appendix A. ■

**The effect of renegotiation cost** If the renegotiation cost $c$ increases, the contract with covenants becomes less attractive, so the marginal firm will shift towards the no-covenant contract. Both the strictness $\tilde{z}$ and the prevalence $\hat{x}$ of the contract go down; however, the total renegotiation cost $F(\tilde{z}|s)c$ increases.

It is interesting to contrast the separating contract to the contract with known type. In the latter case, an increase in the cost of renegotiation leads to stricter covenants. The reason for the different conclusion is that with adverse selection the marginal firm to be incentivized is endogenous – when the covenant contract becomes less attractive, more firms will switch over to the no-covenant contract; then the covenant necessary to provide incentives is looser. In general, this implies we see that a model with known propensity to risk-shift may be misleading.

**The effect of debt amount** If the size of the investment increases, the bank needs to collect more revenue to break even; this requires an increase in the covenant strictness. This effect is partially offset by the fact that the covenant contract has now become (relatively) less attractive to good risk-shifters, so $\hat{x}$ goes down.

**The effect of the cost of risk-shifting $y$** The effect of a change in $y$ is more ambiguous. The no-covenant contract becomes more expensive since the additional cost must be factored into the flat repayment. This in turn requires the covenant contract to be stricter, even though none of the firms that take it up actually inflict the cost $y$ on the bank. The effect on the set of firms that take up each contract is indeterminate and depends on the exact parameters of the model, in particular the cost of renegotiation and the correlation of the signal $z$ with the action.
3.3.2 Analysis of the pooling equilibrium

The pooling equilibrium is slightly more complicated to characterize since the optimal policies are not necessarily continuous. However, the decomposition of the problem into two steps allows us to analyze comparative statics using numerical methods.

**Proposition 4** The equilibrium pooling contract is of the form $A = [z_a, \tilde{z}], \tilde{D}$ and it is the solution of the problem:

$$\min_{z,D,x} F(z|s)R + (1 - F(z|s))D$$

$$= \hat{x}$$

$$F(z|s)R + (1 - F(z|s))D + M(\hat{x})\hat{x} \geq$$

$$I + y[1 - M(\hat{x})] + c[M(\hat{x})F(z|s) + (1 - M(\hat{x}))F(z|r)]$$

Suppose the equilibrium involves pooling and the cost renegotiation $c$ goes up. Then the cutoff $\hat{x}$ and the covenant strictness $\tilde{z}$ both fall. If the cost to the bank $y$ goes up, then the cutoff and the covenant strictness $\tilde{z}$ will increase.

The intuition behind these results can be demonstrated in Figure 2. We plot (with a black dotted line) the value of a pooling contract with perfect information that instructs all firms above the cutoff to risk-shift. Since risk-shifting is inefficient, clearly this curve is upward-sloping. Next, we plot (with a red solid line) the value of the contract with a covenant. The difference between them is the renegotiation cost. The optimal threshold is the point that maximizes the black curve. In the lower panel, we have the same graph with higher renegotiation costs. Since the increase in renegotiation costs is higher at higher thresholds, the value of the contract with covenants falls more at higher threshold values. Therefore the optimal threshold firm is reduced.

3.3.3 Discussion

This section demonstrated that we can analyze a model in which both adverse selection and moral hazard are present. In particular, the firm’s unobserved type is their willingness to engage in moral hazard.

The key to analyzing this general model is that the firm with the lowest incentive to risk-
shift is the most desirable customer for the banks. So the only contract that is immune from "client-poaching" is the one that maximizes that firm’s profit subject to information, incentive, and break-even constraints.

In the separating equilibrium, covenants add value to low-$x$ firms in two ways. First, they keep firms with high incentive to risk-shift away from the low-risk contract. So they are a communication mechanism. However, this signaling role is inextricably linked to their second incentive role - the low-risk contract is more attractive to firms with low-$x$ precisely because it lowers costs by preventing *ex-ante* inefficient behavior of the firms *taking up that contract*.

In contrast, we show that covenants exist in the pooling equilibrium only for their incentive role. In the pooling equilibrium risk-shifting firms pay on average more than other firms. However, the additional costs they bring to the pool are larger than the additional revenues, so they are
subsidized by the non-risk-shifting firms. The benefit of covenants is that they reduce the mass of firms in the pool that risk-shift; this eliminates some of the inefficient risk-taking and lowers costs for everybody.

Finally, what determines the choice between the two kinds of equilibria? In the separating equilibrium, the optimal contract does not depend on the distribution of firms $M$. Since all the constraints in problem P1 are binding, the optimal solution is strictly bounded away from the full-information case. However, for the firms with low $x$ the benefits of separation from risk-shifters depend on the number of firms with high risk. If the right tail of the $x$-distribution is thin, it is optimal to prevent only firms with moderate $x$ (but the large mass of firms) from risk-taking, since this distorts the optimal contract less.

4 Accounting quality and covenant design

The role of borrower accounting quality in debt contracting is an important topic in accounting research (Armstrong, Guay, and Weber (2010)). What is the effect of noise in the accounting signal on covenant design? How does the equilibrium type change when the amount of noise in the signal increases? To answer these questions, we need first to simplify the signal structure and to introduce our measure of noise.\footnote{We use the terms accounting quality or precision, and its inverse ‘noise’, interchangeably as appropriate.}

4.1 Measures of noise

The distribution of the signal $z$ can be complicated. However, since any monotone transformation preserves the information in the signal, the signal can be easily normalized as follows.

**Lemma 4** Without loss of generality, we can assume that $x_a = 0, x_b = 1$ and $Z|s \sim \text{Unif}(0, 1)$.

**Proof.** In Appendix A. ■

With this normalization, we just need to compare the distribution of the signal when the action $a = r$. The question of informativeness of signals has been extensively studied in Statistics and in Auction Theory with some classic results by Blackwell (1953) and more recent work by Ganoza and Penalva (2010). In our problem, since the signal can be easily normalized, variance or dispersion
do not make a signal more or less desirable. Thus, in our model, the signal is only relevant in the
information it contains about the action of the firm. This brings us to the following definition of
informativeness:

**Definition 6** A signal $Z_1$ is more informative than $Z_2$ if for all allowable primitives of the model,
the payoff of the firm with the lowest $x$ is higher with signal $Z_1$.

**Proposition 5** A signal $Z_1$ is more informative than $Z_2$ if and only if $F_{Z_1}(x|r) \geq F_{Z_2}(x|r)$ for all $x \in [0, 1]$.

**Proof.** In Appendix A. ■

Are there economically plausible mechanisms that can generate noise, consistent with our defi-
nition? Here we consider two concrete examples in which noise can be introduced to a signal and
show that they agree with our definition.

**4.1.1 White noise**

First, suppose that (the correctly measured) accounting measure $Z$ reflects some useful underlying
conditions and some temporary and irrelevant information. Specifically, suppose that $Y$ is a random
variable that satisfies the assumptions of the model (MLRP) and that $W$ is a random variable that
is independent of the action $a$. Then let the signal $Z_\alpha$ be defined as $Z_\alpha = Y + \alpha W$, $\alpha \geq 0$. $W$ is
irrelevant noise that needs to be filtered out. A larger $\alpha$ “drowns out” the valuable signal $Y$. To
simplify the exposition of the proofs, we will assume that $Y$ and $W$ are positive and have continuous
densities.\(^{16}\)

**Proposition 6** Let $\hat{Z}_\alpha$ be the normalized signal $Z_\alpha$. Suppose that $\hat{Z}_\alpha$ satisfies MLRP. If $\alpha_1 < \alpha_2$, 
then $\hat{Z}_{\alpha_1}$ is more informative than $\hat{Z}_{\alpha_2}$.

**4.1.2 Random errors**

Another mechanism to introduce noise is to assume that with some probability an error occurs and
a completely uninformative signal is reported. Let $Z_\alpha$ take the value of $Z$ with probability $1 - \alpha$

\(^{16}\)We assume that $\hat{Z}_\alpha$ satisfies MLRP. For sufficient conditions to ensure that MLRP is preserved, see Shanthikumar
and Yao (1986).
and of $W$ with probability $\alpha$, where $Z$ satisfies the assumptions of the model and $W$ is independent of $a$. We assume that $Z$ and $W$ have a common support and that $F_W(z) = F_Z(z|s)$.

**Proposition 7** Let $\hat{Z}_\alpha$ be the normalized signal $Z_\alpha$. Then $\hat{Z}_\alpha$ has a continuous pdf, support $[0,1]$ and satisfies MLRP. If $\alpha_1 < \alpha_2$, then $\hat{Z}_{\alpha_1}$ is more informative than $\hat{Z}_{\alpha_2}$.

### 4.2 Analysis

What is the effect of noise on the kind of equilibrium that prevails and on covenant strictness? We will consider a family of signals that can be compared in terms of noise (the reverse of informativeness). Let $\alpha \in [0,1]$ index the family of distributions, which have CDFs $F(z, \alpha|a)$. Higher values of $\alpha$ correspond to more noise. Then Lemma 4 and Proposition 5 imply that we can normalize $F(z, \alpha|s) = z$ and $\frac{\partial}{\partial \alpha} F(z, \alpha|r) < 0$ for all $z \in (0,1)$. The extreme case $\alpha = 1$ corresponds to no information $- F(z, 1|r) = F(z, 1|s)$, $\forall z$.

#### 4.2.1 The contract with known $x$

First, we consider the case of a known $x$. We look at the interaction of adverse selection and noise later on in this section. We use Lemma H.2 to characterize the relationship between noise and the contract.

**Proposition 8** Let $z(\alpha)$ denote the optimal covenant strictness. Suppose that $z(0) > 0$. There exists a cutoff signal precision $\bar{\alpha} \in (0,1)$ such that $z(\alpha)$ is strictly decreasing on $[0,\bar{\alpha})$ and the optimal contract is without covenants for $\alpha \in (\bar{\alpha},1]$.

**Proof.** In Appendix A. ■

As the noise in the signal increases, covenants need to get increasingly stricter in order to provide the correct incentives. As a result, the expected costs of covenant violations increase (since covenants will be binding even though firms choose action $a = s$). Finally, for sufficiently high level of noise, the no-covenant contract dominates.

**Unknown level of noise** An interesting question arises when the precision of the signal $z$ itself is unknown. We investigate it in Appendix B. In this case, there is another adverse selection market,
but this time on the level of noise (quality of the signal). The only possible equilibrium is pooling, where firms with high quality accounting gain from publicly displaying their low degree of noise.

4.2.2 Separating equilibrium

We next turn to the effect of noise on the separating equilibrium. As we shall see, noise affects the kind of equilibrium that prevails. Let $B$ be the set of $\alpha$-s (possibly empty) such that the equilibrium is separating. We consider how noise affects the contract on that set. Then we have the following result, similar to Proposition 8.

**Proposition 9** The optimal covenant strictness $z(\alpha)$ is strictly increasing on $B$ and the cutoff firm $\hat{x}(\alpha)$ is decreasing in $\alpha$.

**Proof.** We show that $z(\alpha)$ is strictly increasing in Appendix A. Since $\hat{x} = y - F(z|s)c$, then $\hat{x}(\alpha) = y - z(\alpha)c$ is strictly decreasing since $z(\alpha)$ is strictly increasing. 

As before, the covenant needs to become stricter to provide incentives for the firm to choose $a = s$. However, since the value of the no-covenant contract is independent of the noise level, more and more firms will prefer the no-covenant contract, and consequently the number of firms that play $s$ will shrink. Since the risky action is socially inefficient, an increase in the level of noise not only redistributes resources to risk-shifting firms, but also increases the prevalence of value-destroying risky activities.

4.2.3 Separating, pooling, and the no-covenant equilibrium

Finally, what can we say about the equilibrium type as a function of the level of noise? The equilibrium contract selects from the optimal pooling, separating, or the no-covenant contract to maximize the payoff of the $x_a$ firm. In general, the payoff of the pooling contract will be continuous and decreasing, but can be highly non-concave, depending on the distribution of firm types. Thus we employ numerical analysis to study the equilibria. We experiment with a variety of functional forms and parameters and find that our results are robust.\(^{17}\)

\(^{17}\)In our numerical experiments we focus on single-peaked distributions of firm types. In the example we present, $M(x) = \left(\frac{x-a}{x_b-x_a}\right)^{\beta}$, and the signal $z$ has a linear density $f(z, \alpha|r) = 1 - m(\alpha)/2 + m(\alpha)z$. 

28
We find that two parameters are crucial: (1) $y$, the cost of risk-shifting, relative to the distribution of firms $x$, and (2) the cost $c$ of breaking the covenant. We consider four possible cases.

We present our results in Figure 3. In all cases, the level of noise is on the X-axis. First, we plot the equilibrium type, where 1, 2, and 3 stand for the no-covenant, pooling, and separating equilibria respectively. Underneath we plot the share of firms that choose action $a = s$. If the equilibrium is pooling, then this is the fraction of firms that undertake the safe action. If the equilibrium is separating, this is the fraction of firms that take the ‘safe’ contract. Next we show covenant strictness for firms who take up contracts with covenants, and the payoff for the safest firm.

**Low $y$, low $c$**  In this case, when the noise level is low, the separating equilibrium is optimal. This is because the constraint to separate the bad risks out is easy to satisfy. Then as signal quality gets worse, we need stricter covenants. Since the payoff of the outside option is fixed at $R - I - y$ when the separating contract gets worse, more and more firms choose the risk-taking contract. Finally, as the quality of the signal becomes very bad, there is a switch to the pooling equilibrium as allowing some risk-taking is cheaper than keeping all the bad risks out. The covenant keeps getting stricter, but as signal quality goes down, we see more and more risk-taking. In the end, we get contracts without covenants.

**Low $y$, high $c$**  The results are similar to the case above due to the same intuition. However, since the renegotiation cost $c$ is high, the equilibrium switches directly to the no-covenant case, without going through the pooling contract.

**High $y$, low $c$**  In this scenario risk-taking is very costly ($y$ is high), but preventing it is relatively nondistorting. As a result, over a large set of signal precision, all firms will be incentivized to play $a = s$.

**High $y$, high $c$**  We get the same logic as above, but now covenants are more costly. As a result, the switch to the no-covenant occurs at a lower level of noise. Also, the share of firms in the pooled contract that risk-shift is higher.
Ultimately, the relationship between noise and the type of equilibrium is driven by the differential effect of noise on the payoffs of the different kind of equilibria. The separating contract is 
all or nothing in that it isolates the $x_a$ firm completely from the effects of risk-shifting. In other words, it will be preferred when the noise level is low and when the costs of enforcing the covenant are low. As noise increases the optimal contract shifts to pooling since there are benefits from preventing risk-taking by some of the pooled firms. Finally, the expected costs of covenant violation are so large that the no-covenant contract dominates. Interestingly, we find that contracts without covenants exist for high and low – but not intermediate – levels of accounting precision, in the first case since separation of different types of firms is very effective, in the second case since the noise level is so high that no firm benefits from covenants.

5 Conclusion

The existing theoretical literature on the design of debt covenants has focused to a large extent on their role in signaling borrower’s type and the nature of the ex-post investment, allowing control rights, and providing incentives to the financial intermediary to monitor the borrower. In this article, we focus on the design of financial maintenance covenants in debt contracts under moral hazard and adverse selection. We incorporate asymmetric information along three dimensions: the firm’s type, the firm’s unobservable action, and the relationship between the accounting signal and the firm’s action.

We show that financial maintenance covenants based on accounting ratios help decrease moral hazard, and that their signaling role is not a necessary condition for their existence. Our model can characterize optimal covenants as a function of the firm’s incentive to risk shift, the debt amount, the cost of renegotiation, and more importantly, and accounting quality (or noise in the public signal).

In our analysis, we pay particular attention to this latter variable, as technical default of the financial maintenance covenant is based on the actual value of the accounting signal generated by the firm. In an environment where accounting signals (financial ratios) are often estimated with error and subject to manipulation, we find that the extent of noise in the accounting signal changes the nature of the equilibrium contract and has a profound impact on covenant design. Specifically,
we find that increasing the level of noise moves the equilibrium from pooling to separating, and has a non-monotone effect on covenant strictness. As accounting signals become noisier (i.e. accounting quality reduces), covenant strictness increases to maintain the correct incentives for the borrower. However, for a large enough level of noise there is an abrupt reversal and the optimal contract has no covenants.
We conclude by discussing the role of the simplifying assumptions in our model. The first issue is with respect to risk-neutrality. If the firm faces future credit constraints, then the value it will place on current cash flows will be nonlinear. Moreover, the value of risk-shifting \( x \) will depend on the firm’s net cash flows. Formally, this model would be isomorphic to a costly state verification model with errors. Additionally, there will be a trade-off between risk-sharing (which would minimize the variance of payments) and incentives (which would maximize them). The optimal contract will therefore imply more renegotiation and smaller changes in terms of the contract. However, risk aversion does not eliminate the necessity of providing incentives, hence the mechanism central to our study is still in action.

A second question concerns the renegotiation process. In our model the constraints on the bank’s renegotiation strategy are encapsulated by \( R \) - the maximum amount that can be extracted after a covenant violation. Since we do not consider repeated interaction, the bank’s best response is to extract all it can. Ultimately \( R \) is derived from the option of the firm to refinance its debt with a new lender. So \( R \) depends on the cost of switching lenders and will be affected by size of the firm, the relative disadvantage of new lenders (due to the incumbent lender’s familiarity with the firm), and the degree of competition between banks. Higher ex-post competition will reduce the power of the contract to provide incentives. Similar results have been derived in other contracting environments, such as by Krueger and Uhlig (2006). We explore this issue in Supplementary Appendix F.

Finally, if we explicitly model the duration of the loan, then some of the details of incentive provision will change. In particular, the need for continuing financing may moderate the firm’s incentive to risk-shift. In addition, profits from a continuing relationship may also benefit the bank which implies that they will be more lenient in renegotiation, worsening incentives ex-ante. Since these issues do not change the basic mechanism of financial covenants that we explore in this paper, we leave them for future research.
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Appendix A  Proofs

Proof of Proposition 1.
Suppose that \( \hat{x} > x_a \). Let \( x < \hat{x} \). Then by definition of supremum there exists \( x' \in (x, \hat{x}] \) such that firm with \( x' \) (weakly) prefers playing \( s \). Let \( pf(x, a) \) be the optimal payoff for a firm of type \( x \) with action \( a \). Since

\[
pf(x, r) = x - x' + pf(x', r) < pf(x', r) \leq pf(x', s) = pf(x, s),
\]

firm \( x \) strictly prefers action \( s \). So all firms with \( x \in [x_a, \hat{x}) \) prefer action \( s \).

On the other hand, suppose that \( \hat{x} < x_b \). By definition no firm with \( x > \hat{x} \) prefers \( s \) weakly, therefore all firms with \( x \in (\hat{x}, x_b] \) prefer action \( r \). This proves claim 1 of the proposition.

Suppose \( \hat{x} = x_a \) and an equilibrium exists. If we add the contract \((\emptyset, I + y)\), it will break even no matter what kind of firms take it up. For any contract, almost all firms that take it up will risk-shift. Then the expected payment from the contract must be greater or equal to \( I + y \). Then the only contract taken up by a positive mass of firms will have expected payment of \( I + y \). Finally, such a contract will break even only if there is no covenant.

Now suppose that \( \hat{x} = x_b \). By individual rationality, expected payment when playing \( s \) must be equal among all contracts taken up by firms. Suppose that for one of those contracts and some \( x^* < x_b \) playing \( r \) is weakly preferred. Then all firms with \( x \in (x^*, x_b] \) will strictly prefer to take up this contract and play \( r \). This contradicts the assumption that \( \hat{x} = x_b \). So all equilibrium contracts provide incentives for firms with \( x_b \) to play \( s \) and break even. The optimal contract that satisfies those restrictions is derived in Lemma H.2. ■

Proof of Lemma 2. Assume that there are \( n \) contracts in equilibrium, taken up by a positive mass of firms. From individual rationality it follows that \( Prob(A_i|s)R + Prob(A^c_i|s)D^i \) is the same for all \( i = 1, 2, \ldots n \) and similarly for \( Prob(A_i|r)R + Prob(A^c_i|r)D^i \). Again individual rationality implies that all firms with \( x < \hat{x} = [Prob(A^i|r) - Prob(A^i|s)](R - D^i) \) will choose the action \( s \) and all firms with \( x > \hat{x} \) will choose \( r \).

Suppose that \( Prob(A_i|s)R + Prob(A^c_i|s)D^i > p_3(\hat{x}, 0) \). By continuity, for small enough \( \epsilon > 0 \), \( p^*_3(\hat{x}, \epsilon) < Prob(A_i|s)R + Prob(A^c_i|s)D^i \). Moreover, expected payment for firms who play \( r \) in the
alternative contract will be: \( p_3(\hat{x}, \epsilon) + \hat{x} < \text{Prob}(A_i|v)R + \text{Prob}(A_i^c|v)D^i \). So the new contract is strictly preferred by all firms and gives profit \( \epsilon > 0 \) to the bank, which is a contradiction. Therefore \( \text{Prob}(A_i|s)R + \text{Prob}(A_i^c|s)D^i \leq p_3(\hat{x}, 0) \).

Define \( \mu_i = \text{Prob}(B_i \cap (\hat{x}, x_0])/\text{Prob}(B_i) \). \( \mu_i \) is the fraction of risk-taking firms to total number of firms that take up contract \( i \). Let \( \mu_j \) be the largest \( \mu_i \). Clearly \( \mu_j \geq 1 - M(\hat{x}) \). If \( \mu_j > 1 - M(\hat{x}) \), then contract \( j \) satisfies the constraints for P2 with \( K = 0 \), but the unique optimal solution for P2 with \( K = 0 \) does not satisfy the break-even conditions for contract \( j \), so we get that \( p_3(\hat{x}, 0) < \text{Prob}(A_i|s)R + \text{Prob}(A_i^c|s)D^i \), which as we showed is impossible. Then it must be that \( \mu_i = 1 - M(\hat{x}) \) for all \( i \). If for some \( i \) the contract differs from the solution to P2, since the solution to P2 is unique, we must have \( p_3(\hat{x}, 0) < \text{Prob}(A_i|s)R + \text{Prob}(A_i^c|s)D^i \), so again we reach a contradiction.

Therefore the only contract on offer is the solution to P2X with \( K = 0 \). ■

**Proof of Lemma 3.** The claim that (9) binds and \( A = [z_a, z] \) follow from Lemma H.5.

If \( x_0 > 0 \), there exists some \( z_1 \) such that if \( z < z_1, R - x_0(1 - F(z|s))/H(z) < I \). Then for all \( x \in [x_a, x_b] \), if \( z < z_1 \):

\[
R - x \frac{1 - F(z|s)}{H(z)} \leq R - x_0 \frac{1 - F(z|s)}{H(z)} < I + (y - x)(1 - M(x)) + c[M(x)F(z|s) + (1 - M(x))F(z|v)]
\]

Then for all \( x \) such that \( z(x) \) exists, \( z(x) \geq z_1 \). Let \( M = \{ x \in [x_a, x_b] : \text{Pooling contract exists for } x \} \). For brevity let’s denote \( z_2 = \sup \{ z(x) : x \in M \} \).

By hypothesis, \( M \neq \emptyset \). Let \( x_i, i = 1, 2, \ldots, x_i \in D \) be an arbitrary sequence in \( M \). Then the sequence of tuples \( (x_i, z(x_i)) \subseteq [x_a, x_b] \times [z_1, z_2] \) must have a convergent subsequence with limit \( (x^*, z^*) \in [x_a, x_b] \times [z_1, z_2] \). If we show that \( z^* \) satisfies the constraint for \( x^* \), then \( x^* \in M \) and therefore \( M \) is compact. But this follows from the fact that the constraint function is continuous and \( z_2 < z_0 \). The payoff function \( p_2(x, 0) \) is continuous by the maximum theorem. Then by Weierstrass extreme value theorem, a maximum exists. ■

**Proof of Theorem 1.** Suppose that \( v_s^* \geq v_p^*, v_s^* \geq v_r^* \) and that the optimal separating contract is on offer. Suppose that it is possible to add a finite number of contracts that all remain in the surviving contracts set. By construction, the old contracts still break even, so they are in the
surviving contracts set. Suppose that the new allocation is separating. Since the old contract maximizes the utility of the firms playing $s$ and is still on offer, the new contract must be taken only by firms playing $r$. Then break-even constraint implies that the new contract is $D = I + y$. However, this contract already exists. Suppose that the new allocation is pooling. If this is the optimal pooling contract, then the bank cannot make a profit on it, by construction. If it is not the optimal pooling contract, then all the firms $[x_a, \hat{x}]$ will strictly prefer the old contract, which contradicts the assumption.

Now suppose that $v^*_p \geq v^*_r, v^*_p \geq v^*_s$ and that the optimal pooling contract is on offer. Suppose that it is possible to add a finite number of contracts that all remain in the surviving contracts set. The new allocation cannot be separating for the same reason as in the case of separating equilibrium. Suppose that the new contract is pooling. All firms $[x_a, \hat{x})$ will strictly prefer the old contract. Then as shown in Lemma 2, no other contract can be taken up by a positive mass of firms.

The case when the equilibrium is risk-taking and $v^*_r \geq v^*_p, v^*_r \geq v^*_s$ is similar to the two cases above.

**Proof of Proposition 2.** Let $(\tilde{z}^*, D^*)$ be the solution to P1 and $\hat{x}^* = y - F(\tilde{z}^*|s)c$. We will prove the first statement by contrapositive; that is, we will show that if $\hat{x}^* \notin [x_a, x_b]$, then the equilibrium is not separating. First, suppose that $\hat{x}^* < x_a$. In this case all firms strictly prefer the contract $(\emptyset, I + y)$, so the contract is pooling.

Second, assume that $\hat{x}^* > x_b$. Let $\tilde{z}(x)$ be the optimal covenant in the case when there is no adverse selection. We know that $\tilde{z}(x)$ is strictly increasing. Since the contract $(\tilde{z}^*, R, D^*)$ satisfies all the constraints of the no-adverse selection contract for $x^*$, we have that $\tilde{z}^* \geq \tilde{z}(x^*) > \tilde{z}(x_b)$. Then a contract derived from the no-adverse selection case with $x = x_b$ will be preferred by all firms, who will take the action $s$.

Finally, suppose that $\hat{x}^* \in [x_a, x_b]$ and the equilibrium is separating. We showed that the firms taking action $s$ must have contract $(\emptyset, R, I + y)$. Suppose that the contract $(\tilde{z}, R, D)$ differs from $(\tilde{z}^*, R, D^*)$. The contract $(\tilde{z}, R, D)$ satisfies the constraints to P1 - (5) and (6). Since problem P1 has a unique solution, this implies that the contract $(\tilde{z}, R, D)$ gives strictly lower payoff for firms $x \in [x_a, \hat{x}^*)$. So for some $\epsilon > 0$ small enough, the contract $(\tilde{z}^*, R, D^* + \epsilon)$ will be taken up by a
positive mass of firms and is strictly profitable, which is a contradiction. ■

**Proof of Proposition 3.**

Define $f(y, I, c, z) = R - \frac{1 - F(z|s)}{H(z)}[y - F(z|s)c] - I - F(z|s)c$. The separating contract will be feasible if $f(y, I, c, z) \geq 0$ for some $z \in (z_a, z_b)$. $f$ is strictly decreasing in $I$ and $y$ and strictly increasing in $c$ and for any fixed $y, I, c$, such that $y > 0$, $\lim_{z \to z_a} f(y, I, c, z) = -\infty$.

Fix $y > 0, c$ and $I$ and suppose that $I' > I$ and $\tilde{z}'$ and $\tilde{z}$ are the respective solutions of problem P1. We want to show that $\tilde{z}' > \tilde{z}$. Suppose not, $\tilde{z}' \leq \tilde{z}$. Then $f(I', \tilde{z}) > f(I, \tilde{z}) \geq 0$. Then by continuity there exists some $\tilde{z}'' < \tilde{z} \leq \tilde{z}'$ such that $f(I', \tilde{z}'') \geq 0$, which contradicts the assumption that $\tilde{z}'$ is optimal. Therefore, $\tilde{z}' > \tilde{z}$. Then $\hat{x}' = y - F(\tilde{z}|s)c < y - F(\tilde{z}|s)c = \hat{x}$. The proof that $\tilde{z}$ is increasing in $y$ is the same.

Now consider $c$. Suppose that $c' > c$. Since $f$ is strictly decreasing in $c$, the argument above shows that $\tilde{z}' < \tilde{z}$. A reduction in $c$, relaxes the constraints of problem P1 and therefore will lower the objective function. Since all the constraints are binding at the optimum, the objective function is lowered strictly, so $I + F(\tilde{z}'|s)c' > I + F(\tilde{z}|s)c$, which immediately implies that $\hat{x}' = y - F(\tilde{z}'|s)c' < y - F(\tilde{z}|s)c = \hat{x}$. The proof that $\tilde{z}$ is increasing in $c$ is the same.

**Proof of Proposition ???.** The case when $x$ is known is obvious.

Now we consider the second case. We will show that the market pooling equilibrium is dominated by another pooling equilibrium and similarly for separating. Therefore, the market equilibrium is inefficient.

First, consider the pooling equilibrium. Define:

$$v_p^{EQ}(\hat{x}) = W - [M(\hat{x})F(\hat{z}(\hat{x})|s) + (1 - M(\hat{x}))F(\hat{z}(\hat{x})|r)]c - [1 - M(\hat{x})](y - \hat{x}),$$

$$v_p^{PL}(\hat{x}) = v_p^{EQ}(\hat{x}) + \int_{\hat{x}}^{x_b} (x - \hat{x})dM(x).$$

$v_p^{EQ}(\hat{x})$ is the benefit to the firm $x = x_a$ if the cutoff firm is $\hat{x}$. We have shown that the equilibrium $\hat{x}$ maximizes $v_p^{EQ}$.

$v_p^{PL}(\hat{x})$ is the social welfare function that a social planner will maximize. We have shown that $\tilde{z}(\hat{x})$ is differentiable, therefore $v_p^{EQ}$ and $v_p^{PL}$ are differentiable. Let $\hat{x}^*$ be the equilibrium cutoff firm. Since $\hat{x}$ maximizes $v_p^{EQ}$, $v_p^{EQ}(\hat{x}^*) = 0$, hence $v_p^{PL}(\hat{x}^*) = v_p^{EQ}(\hat{x}^*) + M(\hat{x}^*) - 1 = M(\hat{x}^*) - 1 < 0,$
which implies that \( v_p^{PL} \) is not maximized at \( \hat{x}^* \) (since by assumption \( \hat{x}^* \) is interior.)

Finally, we will show that the optimal cutoff firm \( x^* < \hat{x} \). We have already shown that \( x^* \neq \hat{x} \).

Define \( h(x) = \int_{\hat{x}}^x (x - \hat{x})dM(x) \). Since \( h'(x) = M(x) - 1 < 0 \) for all \( x \in (x_a, x_b) \), \( h(x) \) is strictly decreasing. Then for any \( x > \hat{x} \), \( v_p^{EQ}(x) < v_p^{EQ}(\hat{x}) \) and \( h(x) < h(\hat{x}) \). Therefore, \( v_p^{PL}(x) = v_p^{EQ}(x) + h(x) < v_p^{EQ}(\hat{x}) + h(\hat{x}) = v_p^{PL}(x) \). Therefore \( x^* < \hat{x} \). ■

**Proof of Lemma 4.** First, we prove the following claim.

Suppose that \( h(x) \) is strictly increasing and continuously differentiable function, \( Z \) satisfies the assumptions in the paper. Then \( Y = h(Z) \) satisfies the assumptions in the paper. Moreover, the equilibria in economies with signals \( Z \) and \( Y \) are equivalent.

**Proof of claim** The last statement follows from the fact that \( Prob(z \in A|a) = Prob(y \in h(A)|a) \) and \( Prob(y \in A|a) = Prob(z \in h^{-1}(A)|a) \) for all Borel sets \( A \). Then any contract \( (A, D) \) with signal \( X \) has identical payoffs to contract \( (h(A), D) \) and signal \( Y \).

\[
F_Y(y|a) = Prob(Y \leq y|a) = Prob(Z \leq h^{-1}(y)|a) = F_Z(h^{-1}(y)|a).
\]

Then the support of the signal \( Y \) is \( [h(x_a), h(x_b)] \). \( F_Y \) is differentiable with derivative

\[
f_Y(y|a) = f_Z(h^{-1}(y)|a) \frac{1}{h'(h^{-1}(y))}
\]

Finally,

\[
\frac{f_Y(y|r)}{f_Y(y|s)} = \frac{f_Z(h^{-1}(y)|r)}{f_Z(h^{-1}(y)|s)}
\]

is decreasing in \( y \). Thus the claim is proven.

Then define \( h(x) = F_Z(x|s) \). \( h \) satisfies the assumptions in the claim. Therefore, we can replace \( Z \) with \( Y = F_z(Z|s) \). Then by a basic theorem of mathematical statistics, \( Y|s \sim Unif(0, 1) \). The support of \( Y \) is \( [h(x_a), h(x_b)] = [0, 1] \). ■

**Proof of Proposition 5.**

We start with the necessity condition. The proof is by contrapositive. Suppose that \( F_{Z_1}(z^*|r) < F_{Z_2}(z^*|r) \) for some \( z^* \in (0, 1) \). Then we will show that for some feasible parameter values, the payoff of the firm with lowest \( x \) from the signal \( Z_1 \) is strictly lower.

We will assume that the distribution of \( x \) is degenerate, so \( x \) is known. Let \( R > I > 0 \) be arbitrary and set \( c = (R - I)/(2z^*) \). Next, set \( x = \frac{(R - I - z^*)c(F_{Z_2}(z^*|r) - z^*)}{1 - z^*} \). Finally set \( y \) arbitrarily.
such that \( y > x + z^*c \). Let \( D^* = R - x/(F_{Z_2}(z^*|r) - z^*) \). Then it is immediate that \((z^*, D^*)\) satisfies both constraints with equality.

\[
\frac{\partial}{\partial z} \left[ \frac{1 - F(z|s)}{F(z|r) - F(z|s)} \right] = \frac{f(z|r)[1 - F(z|s)] - f(z|s)[1 - F(z|r)]}{(F(z|r) - F(z|s))^2} > 0,
\]

where the inequality is shown in the proof of proposition 1. Then \(-\frac{1-F(z|s)}{F(z|r) - F(z|s)}\) is strictly increasing, so \( z^* \) is the smallest \( z \) such that both constraints bind. Then by proposition 1 \((z^*, D^*)\) is optimal for signal \( Z_2 \).

By assumption, \( F_{Z_1}(z^*|r) < F_{Z_2}(z^*|r) \). This implies that \( R - \frac{1-z^*}{F_{Z_1}(z^*|r) - z^*} x < I + z^*c \). By Lemma H.2 and the fact that \(-\frac{1-z^*}{F_{Z_1}(z^*|r) - z^*}\) is increasing it implies that the optimal contract for \( Z_1, (z', D') \) satisfies \( z' > z^* \). Then, \( R - I - z^*c > R - I - z'c \) and \( R - I - z^*c > R - I + x - y \), so the payoff from signal \( Z_1 \) is higher.

Next, we turn to sufficient conditions. Suppose that \( Z_1 \) satisfies the hypothesis of the proposition with respect to \( Z_2 \). Note that due to the normalization, the payoff to the firm from \((z, D)\) is the same for signals \( Z_1 \) and \( Z_2 \).

Then since \( F_{Z_1}(z|r) \geq F_{Z_2}(z|r) \), \( \forall z \in [0, 1] \), any \((z, D)\) feasible given \( Z_2 \) is feasible given \( Z_1 \). Then the best separating contract with signal \( Z_1 \) has weakly higher payoff than for signal \( Z_2 \). Similarly, the best pooling contract with signal \( Z_1 \) has weakly higher payoff than for signal \( Z_2 \). By theorem 1, this implies that the payoff of signal \( Z_1 \) is weakly higher, which concludes the proof. \( \blacksquare \)

**Proof of Proposition 6.** Suppose that \( Z_{\alpha_i} \) satisfy MLRP. Next, we show that informativeness falls with \( \alpha \). I will use proposition 5. Then it will be sufficient to show that if \( \alpha_1 < \alpha_2, \hat{Z}_{\alpha_2}|r \) FOSDs \( \hat{Z}_{\alpha_1}|r \). I will show that for any \( q, H(\alpha) \equiv F_{\hat{Z}_{\alpha}}(q|r) \) is differentiable and \( H'(\alpha) \leq 0 \).

\[
H(\alpha) = \int_0^{z(\alpha)} f_Z(v|r) F_w \left( \frac{z(\alpha) - v}{\alpha} \right) dv,
\]

where

\[
\int_0^{z(\alpha)} f(v|s) F_w \left( \frac{z(\alpha) - v}{\alpha} \right) dv = q
\]

Then the assumptions on \( Z \) ensure that \( z(\alpha) \) is differentiable in \( \alpha \) (by the implicit function theorem).
and

\[ z'(\alpha) = \frac{1}{\alpha^2} \int_0^{z(\alpha)} f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) (z(\alpha) - v) dv \]

\[ H'(\alpha) = -\frac{1}{\alpha^2} \int_0^{z(\alpha)} f_Z(v|r) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) (z(\alpha) - v) dv + z'(\alpha) \int_0^{z(\alpha)} f_Z(v|r) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) dv \]

Then showing that \( H'(\alpha) \leq 0 \) is equivalent to

\[ \frac{f_0^z f_Z(v|r) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) (1 - \frac{v}{z(\alpha)}) dv}{f_0^z f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) (1 - \frac{v}{z(\alpha)}) dv} \geq \frac{f_0^z f_Z(v|r) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) dv}{f_0^z f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) dv} \]

which is equivalent to:

\[ \int_0^{z(\alpha)} \frac{f_Z(v|r)}{f_Z(v|s)} f_1(v) dv \geq \int_0^{z(\alpha)} \frac{f_Z(v|r)}{f_Z(v|s)} f_2(v) dv, \]

where \( f_1 \) and \( f_2 \) are p.d.f.s given by:

\[ f_1(v) = \frac{f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) (1 - \frac{v}{z(\alpha)})}{\int_0^{z(\alpha)} f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) (1 - \frac{v}{z(\alpha)}) dv} \]

and

\[ f_2(v) = \frac{f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right)}{\int_0^{z(\alpha)} f_Z(v|s) f_W \left( \frac{z(\alpha) - v}{\alpha} \right) dv} \]

Since the function \( \frac{f_Z(v|r)}{f_Z(v|s)} \) is decreasing, it is sufficient to show that \( f_2 \) FOSDs \( f_1 \). This is implied by the fact that \( f_2(v)/f_1(v) \) is increasing. \( \blacksquare \)

**Proof of Proposition 7.**

\[ f_{Z_\alpha}(z|a) = \alpha f_Z(z|s) + (1 - \alpha) f_Z(z|a) \]

\[ \frac{f_{Z_\alpha}(z|r)}{f_{Z_\alpha}(z|s)} = \alpha + (1 - \alpha) \frac{f_Z(z|r)}{f_Z(z|s)}, \]

which is decreasing.

We follow the proof in proposition 6 and define \( H(\alpha) \equiv F_{Z_\alpha}(q|r) \). We show that \( H \) is differen-
The payoff to the firm from the contract with covenant is \( R - I - z(\alpha) c \) and it is strictly decreasing and u.h.s. in \( z \). Then the set \( B = \{ \alpha \in [0, \bar{\alpha}] : R - I - z(\alpha) c \geq R - I - y + x \} \) is compact, nonempty (since 0 \( \in B \)) and an interval (since \( z(\alpha) \) is increasing). Then a contract with covenants will be weakly (strictly on the interior) preferred on \( [0, \max B] \).
Proof of Proposition 9. We know that (6) is binding, so

$$R - D = \frac{R - I - y}{1 - F(z, \alpha | r)}.$$ 

Then the optimal $z$ is the smallest that satisfies the break even constraint (5), which can be expressed as:

$$R - (1 - z) \frac{R - I - y}{1 - F(z, \alpha | r)} \geq I + zc.$$ 

Then showing that $z(\alpha)$ is increasing is identical to the proof in proposition 8.
Appendix B  Adverse Selection on Noise Level

In this appendix, we extend our analysis of noise in the signal \( z \); in particular we consider the case that firms are better informed of their own accounting systems and of the noise level in \( z \).

Suppose that all firms are identical in all respects except for the distribution of the signal \( z \). Denote the firm type by \( \alpha \); then the distribution of \( z \) is described by \( F(z|a, \alpha) \). The firm’s type \( \alpha \) is known to itself, but unobservable to the lender.

We showed that if the distribution of \( z \) is known, then without loss of generality, we can normalize \( F(z|s) \). This procedure is not possible if the distribution itself is not known. A second problem is that the firm type \( \alpha \) can potentially be infinite-dimensional. It is well known that even finite-dimensional adverse selection problems are very hard to analyze (see e.g. Rochet and Choné 1998). We make two simplifying assumptions. First, we assume that there is sufficient data to infer the distribution of \( z \) under normal conditions; that is for every firm \( F(z|s) \) is known. Then as shown above, without loss of generality, we can assume that \( z|s \sim Unif(0,1) \).

The second simplifying assumption is that we can compare the noisiness of any two signals. This immediately implies that \( \alpha \) is one-dimensional. We will assume that larger values of \( \alpha \) correspond to more noise. The discussion above can be summarized in the assumption below:

**Assumption 4** \( \alpha \in [0,1] \). For all \( z \) and \( \alpha \), \( F(z|s, \alpha) = z \). For any \( z \), \( F(z|r, \alpha) \) is strictly increasing in \( \alpha \). \( F(z|r, \alpha) \) and \( f(z|r, \alpha) \) are continuously differentiable in \( \alpha \). The distribution of firm types is given by the function \( V(\alpha) \).

**Equilibrium** The definition of equilibrium is the same as before and we can proceed in the same way.

A firm \( \alpha \) that takes up contract \( ([z_a, z], D) \) will take action \( s \) if:

\[
zR + (1 - z)D + x \leq F(z|r, \alpha)R + (1 - F(z|r, \alpha))D
\]

\[
(F(z|r, \alpha) - z)(R - D) \geq x
\]

We assume that the probability of any given \( \alpha \) is 0, which implies that we don’t have to worry about ties. Also all the statements made will be true with the modifier (up to measure 1). We
characterize the equilibrium in a series of steps.

**Step 1** The payoff of any firm (up to measure 1) must be greater than or equal to $W - I + x - y$.

**Proof.** Suppose not. Then a bank can offer the contract $(\emptyset, I + y + \epsilon)$ and make strictly positive profits. A contradiction. ■

**Step 2** Suppose that a firm $\alpha$ plays $s$. Then all firms with $\alpha' < \alpha$ also play $s$.

**Proof.** For all contracts on offer, the payoff of playing $s$ is independent of $\alpha$, while the payoff of playing $r$ is strictly increasing in $\alpha$. Then all firms with $\alpha' < \alpha$ weakly prefer playing $s$. ■

**Step 3** Suppose that a firm $\alpha$ plays $r$. Then all firms with $\alpha' > \alpha$ also play $r$.

**Proof.** Analogous to step 2. ■

**Step 4** Suppose that the equilibrium is separating. Then the equilibrium payoff of all contracts is $R - I + x - y$.

**Proof.** Suppose that contract 1 has covenant and contract 2 is without a covenant. Also suppose that a positive mass of firms take up contract 1 and contract 2. It is clear that the payoff of playing $r$ in contract 2 is $R - I + x - y$; also the payoff of playing $s$ in contract 1 is independent of $\alpha$ and it must be equal to $R - I + x - y$; if it is greater than that, then all firms will prefer to take up this contract (since they can always choose $s$); if it is less than that then all firms will prefer contract 2. ■

Then the only possibility for two contracts to coexist in a separating equilibrium is a knife-edge case: all firms are strictly indifferent between the two contracts and the covenant is just enough to prevent the firm with $\alpha = 1$ from risk-taking.

We next move to the case of pooling equilibrium.

**Step 5** Suppose that positive mass of firms at a contract play $s$ and $r$. Then the net payoff to the bank of the $s$ types is strictly larger.
\textbf{Proof.} For all firms playing \( r \),

\[ W - D - \text{Prob}(A|r, \alpha)(R - D) + x \geq W - D - \text{Prob}(A|s, \alpha)(R - D). \]

Then using the facts that \( y > x \), \( \text{Prob}(A|r, \alpha) > \text{Prob}(A|s, \alpha) \), and rearranging,

\[ D + \text{Prob}(A|r, \alpha)(R - D) - y - I - \text{Prob}(A|s, \alpha)c < D + \text{Prob}(A|s, \alpha)(R - D) - I - \text{Prob}(A|s, \alpha)c. \]

\[ \blacksquare \]

\textbf{Step 6} \textit{In a pooling equilibrium, all covenants are of the sort \([z_a, \hat{z}]\), up to measure zero \( z \).}

\textbf{Proof.} Suppose some contract (call it 1) \((A, D)\) is not of this kind. Define \( \hat{z} \) by \( \text{Prob}(A|s) = F(\hat{z}|s) \) and assume that \( \text{Prob}(A \Delta [z_a, \hat{z}]|s) > 0 \). Introduce the contract 2 \((D - \epsilon, [z_a, \hat{z}])\).

The payoff to playing \( s \) is strictly larger, so all \( s \) firms will strictly prefer the new contract.

By Lemma H.1, if \( \epsilon \) is small enough, the payoff of playing \( r \) is strictly lower in contract 2 for all \( \alpha \). Since the payoff of playing \( s \) has increased slightly, for any surviving contracts set, the share of firms playing \( r \) has decreased compared to contract 1. Then by step 5, if \( \epsilon \) is small enough the bank’s payoff increases strictly. This is a contradiction. \( \blacksquare \)

\textbf{Theorem B.1} \textit{In equilibrium there is only one contract that maximizes the payoff of the firm with the lowest \( \alpha \).}

\textbf{Proof.} Similar to the proof of Theorem 1. \( \blacksquare \)

Suppose that the equilibrium contract is \(([z_a, z], D)\). Then there are three options: all firms play \( s \); all firms play \( r \); firms will low \( \alpha \) play \( s \) and with high \( \alpha \) play \( r \). We will focus on the third case.

The payoff of a firm playing \( s \) is:

\[ W - zR - (1 - z)D \]

Suppose that the threshold firm is \( \hat{\alpha} \). Then that firm must be indifferent between the two actions:

\[ (F(z|r, \hat{\alpha}) - z)(R - D) = x \quad (\text{B.1}) \]
The bank’s budget constraint is:

\[ D + V(\hat{\alpha})z(R - D - c) + \int_{\hat{\alpha}}^{1} F(z|\alpha)(R - D - c)v(\alpha)d\alpha \geq I + (1 - V(\alpha))y \]  \hspace{1cm} (B.2)

Then the optimal contract is the solution of the following problem:

\[
\max_{\hat{\alpha}, z, D} W - zR - (1 - z)D
\]

subject to (B.1) and (B.2)
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In this supplementary appendix, we extend the model to check for robustness, and provide proofs of the majority of the propositions. It contains the following sections.

Section C  In this section we generalize the relationship between $x$ and $y$.  p. 1
Section D  In this section we present a simple model of asset substitution.  p. 6
Section E  In this section we derive the optimal loan contract with state-contingent covenants.  p. 9
Section F  In this section we present a variation of our model with alternative bargaining assumptions.  p. 14
Section G  In this section we present the details of the computation of the restatement frequency for US public firms.  p. 18
Section H  In this section we present some technical proofs.  p. 20
C A more general model

In this section, we generalize the adverse selection model from the main body of the paper. We consider the case when the cost to the bank of a risky action also varies between firms. Let \( M(x, y) \) be the joint distribution of the firm’s benefit of risk-shifting and the bank’s cost. We make the following assumptions: the marginal distribution \( M_x \) has a continuous density \( m_x \). Assume that the support of \( M_x \) is \([x_a, x_b]\). Without loss of generality, let \( m(x) = 0 \) if \( x \notin [x_a, x_b] \).

Second,

\[
E[y|x] = \int yM(x, dy)
\]

is a continuous and weakly increasing function. This implies that

\[
y(\hat{x}) = E[y|x \geq \hat{x}] = \frac{1}{1 - M(\hat{x})} \int_{\hat{x}}^{x_b} E[y|x]m(x)dx
\]

is continuous and increasing. We assume that \( x \) is known to the firm, but cannot be communicated to the bank. Notice that the model presented in Section 3 is a special case of this more general formulation. Finally, we make the assumption that \( R > I + y(x_a) \); in other words, it is feasible to have a pooling contract without a covenant.

We will start with the analysis of the separating contract again. Assume that (almost all) firms that take up a contract risk-shift. Then, the set of firms that take up this contract must be of the type \([\hat{x}, x_b]\). So the bank’s expected costs are \( I + y(\hat{x}) \). Then competition will drive the contract for risk-shifting firms to \( \tilde{z} = z_a, D = I + y(\hat{x}) \).

Assume that a separating equilibrium exists. The cutoff firm \( \hat{x} \) must be indifferent between playing safe in the first contract and playing risky in the second contract; it must also weakly prefer playing safe in the safe contract to playing risky in the safe contract. So we have the following conditions:

\[
F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D = I + y(\hat{x}) - \hat{x} \text{ and }
\]

\[
F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D \leq F(\tilde{z}|r)R + (1 - F(\tilde{z}|r))D - \hat{x}.
\]
In addition, we have the bank’s break-even condition:

\[ F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D \geq F(\tilde{z}|s)c + I. \]

Let’s stack up all those constraint and define problem P3:

\[
\begin{align*}
\text{(C.1)} & \quad \min F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D \\
\text{(C.2)} & \quad F(\tilde{z}|r)R + (1 - F(\tilde{z}|r))D \geq I + y(\hat{x}) \\
\text{(C.3)} & \quad F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D = I + y(\hat{x}) - \hat{x} \\
\text{(C.4)} & \quad F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D \geq I + F(\tilde{z}|s)c \\
\text{(C.5)} & \quad \tilde{z} \in [z_a, z_b], D \leq R
\end{align*}
\]

Equation C.3 is an expression of the fact that the bank offering a contract recognizes its effect on the market for the risky contract.

Analyzing this problem will depend crucially on the assumptions we make about the behavior of \( y(\hat{x}) - \hat{x} \). If we assume that it is strictly decreasing (\( y'(x) < 1 \)) then the analysis is generally the same as in the case of the model in the paper; the more general case yields some interesting possibilities.

Now let’s assume that this condition holds: \( y'(x) \leq t \) for all \( x \) and \( t < 1 \). To simplify the notation, we will not require that \( \hat{x} \in [x_a, x_b] \). Thus in P3, if \( \hat{x} < x_a \), we define \( y(\hat{x}) = y(x_a) + t(\hat{x} - x_a) \); similarly if \( \hat{x} > x_b \), we define \( y(\hat{x}) = y(x_b) + t(\hat{x} - x_b) \). Then we can show that at the optimum, all constraints are binding.

**Lemma C.1** If \( y'(x) \leq t \) for all \( x \), \( t < 1 \), then constraints C.2, C.3 and C.4 in problem P3 are binding.

Defining \( m(\hat{x}) \) implicitly by the equation \( F(m(\hat{x})|s)c = y(\hat{x}) - \hat{x} \), the optimal separating contract
in P3 is given by: \( \tilde{z} = m(\tilde{x}) \), \( D = R - \tilde{x}/H(m(\tilde{x})) \) and \( \tilde{x} \) is the largest solution of the equation:

\[
R - [1 - F(m(\tilde{x})|s)] \frac{\hat{x}}{H(m(\tilde{x}))} = I + y(\hat{x}) - \hat{x}
\]

Proof.

1. Without loss of generality, C.2. is binding.

Consider decreasing \( \tilde{z} \) and increasing \( D \) in such a way as to keep \( F(\tilde{z}|s)R + (1 - F(\tilde{s}|s))D \) constant. By the implicit function theorem, \( dD/d\tilde{z} = d\tilde{z}/dD \frac{1}{F(\tilde{z}|s)(1 - F'(\tilde{z}|s))} < 0 \). Then this variation will relax the bank’s break-even constraint and will increase the LHS of C.2. till it binds.

2. C.4. is binding at the optimum. We showed that we can assume wlog that C.2. is binding. Now assume that C.5 is not binding. Define the vector-valued function:

\[
G(\tilde{z}, D; \hat{x}) = \begin{pmatrix}
F(\tilde{z}|r)R + (1 - F(\tilde{z}|r))D - I - y(\hat{x}) \\
F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D - I - y(\hat{x}) + \hat{x}
\end{pmatrix}
\]

Then we can show that

\[
det(G_{\tilde{z},D}) = (R - D)[f(\tilde{z}|r)(1 - F(\tilde{z}|s)) - f(\tilde{z}|s)(1 - F(\tilde{z}|r))]
\]

If \( D = R \), then C.2. cannot hold with equality. Assume that \( \tilde{z} = z_b \) at the optimum. Then from the assumption on \( R \), we can see that C.2. is not binding, so this is impossible. We have shown that \( f(\tilde{z}|r)(1 - F(\tilde{z}|s)) - f(\tilde{z}|s)(1 - F(\tilde{z}|r)) \neq 0 \) if \( \tilde{z} \neq z_b \). So \( det(G_{\tilde{z},D}) \neq 0 \) and then we can use the implicit function theorem to define \( \tilde{z}, D \) as functions of \( \hat{x} \). Then increase \( \hat{x} \) and adjust \( \tilde{z}, D \) to keep C.2 and C.3. We have shown that this is possible and by assumption

\[
F(\tilde{z}(\hat{x})|s)R + (1 - F(\tilde{z}(\hat{x})|s))D(\hat{x}) = I + y(\hat{x}) - \hat{x}
\]

is decreasing. So we can decrease the objective until C.4. binds.
Now we know that all the constraints are binding. Subtracting C.3. from C.2. and C.4. from C.3., we get
\[
H(\tilde{z})(R - D) = \hat{x}
\]
\[
F(\tilde{z}|s)c = y(\hat{x}) - \hat{x}
\]
This gives the formulas for \(\tilde{z}\) and \(D\). Plugging in the expressions for \(\tilde{z}\) and \(D\) in C.4. we get the condition for \(\hat{x}\). Finally, since the objective function is \(I + F(\tilde{z}|s)c = I + y(\hat{x}) - \hat{x}\) and is decreasing in \(\hat{x}\), so the optimal contract chooses the largest \(\hat{x}\) consistent with the constraints.

**Proposition C.1** Let \(\hat{x}^*\) be the optimal solution to P3. There are 3 cases,

1. If \(\hat{x}^* \leq x_a\), then the optimal separating contract is one in which all firms risk-shift, \(\tilde{z} = z_a\),
   \[D = I + y(x_a)\].
2. If \(\hat{x}^* \geq x_b\), then the optimal separating contract is the same as the contract with known \(x = x_b\)
   and is given by Lemma H.2.
3. If \(\hat{x}^* \in (x_a, x_b)\), then the optimal separating contract is given by lemma C.1.

**Proof.** Directly analogous to the case in the main body of the text.

Next we turn to the pooling contract. As in the standard case, if the equilibrium contract is \((z, D)\), then all firms with \(x < \hat{x} \equiv (R - D)/H(z)\) will choose \(a = s\). Then we can think that the cutoff firm \(\hat{x}\) is chosen, and then the contract is designed to maximize the utility of the firm with \(x = x_a\), conditional on having the cutoff \(\hat{x}\). Then the pooling contract satisfies the following

**Lemma C.2** Suppose a pooling equilibrium exists. Then there can be only one contract taken up by a positive mass of firms and the contract takes the form \(A = [z_a, \tilde{z}], D_1 = R, D = R - \hat{x}/[F(\tilde{z}|r) - F(\tilde{z}|s)]\) and \(\tilde{z}\) is the minimizer in the problem

\[
p_a(\hat{x}) = \min_{\tilde{z}} R - (1 - F(z|s)) \frac{\hat{x}}{H(z)}
\]

\[
R - (1 - F(z|s)) \frac{\hat{x}}{H(z)} + [1 - M(\hat{x})] \hat{x} \geq I + y(\hat{x})[1 - M(\hat{x})] + c[M(\hat{x})F(z|s) + (1 - M(\hat{x}))F(z|r)]
\]
Proof. As the proof of Lemma 2. ■

Then the extended model satisfies the same characterization as the model with known $y$: the equilibrium contract is either pooling or separating (as characterized above) and maximizes the payoff of the firm with $x = x_a$. For convenience, we repeat the theorem below.

**Theorem C.1** An equilibrium exists.

Let $v_1^*$ be the expected value for firm $x = x_a$ in the unique optimal separating contract, $v_1^* \equiv W - E[D_i|a] + \chi_r(a)x$. Similarly, let $v_2^* \equiv W - \min_{\hat{x} \in [x_a, x_b]} p_2(\hat{x})$ and $X^*$ be the set of minimizers of $p_2$. If $v_1^* \geq v_2^*$, then the unique optimal separating contract is an equilibrium. If the inequality is strict, this is the only equilibrium. If $v_2^* \geq v_1^*$, then a pooling contract characterized by $x \in X^*$ is an equilibrium. If the inequality is strict, then no separating equilibrium exists.
D  A Model of Asset Substitution

In this section, we develop a simple model of asset substitution. This model rationalizes the assumptions we made in the main body of the paper.

The model has the basic structure of costly state verification. After investment $I$ (which is equal to the debt amount), the firm makes an unobservable action $a$. The firm’s cash flow $X$ has a conditional probability density function $f(x|a)$:

$$f(x|a) = a + (1 - a)6x(1 - x).$$

$a \in (0, 1)$ and $X$ has support $[0, 1]$.

This distribution is a mixture of the uniform distribution and the distribution $f(x|1) = 6x(1-x)$. For all $a$, $E[X|a] = 1/2$, but its variance is monotonically increasing with $a$. By $F(x|a)$ we will denote the conditional CDF.

The cash flow is privately observed by the firm and the lender must pay a cost $\gamma > 0$ to observe it. We assume that the lender cannot commit to stochastic verification.

Under those assumptions, Townsend (1979) shows in a classic paper that the optimal lending contract is simple debt - there is some unconditional required repayment $D$; if the firm cannot pay it, its cash flow gets verified and taken by the lender; if $X > D$, then the firm pays $D$ to the lender and keeps $X - D$.

The lender’s expected revenue from the contract is then:

$$E[R|a] = \int_0^D x f(x|a) dx + (1 - F(D|a))D$$

Integration by parts yields this convenient characterization:

$$E[R|a] = D - \int_0^D F(x|a) dx \quad (D.1)$$
Then the lender’s expected profit from the contract is:

\[ \pi_l(a) = E[R|a] - \gamma F(D|a) - I \]

From the point of view of the firm,

\[ \pi_f(a) = E[X|a] - E[R|a] = 1/2 - E[R|a] \]

Substituting the expression for \( f \) and equation (1), we can find

\[ E[R|a] = D - \frac{aD^2}{2} - (1-a)D^3 + \frac{(1-a)D^4}{2} \]  \hspace{1cm} (D.2)

Then it is easy to see that

\[ \frac{d}{da} E[R|a] = -\frac{D^2}{2} (D - 1)^2. \]

So, in the absence of a covenant, if \( D \in (0,1) \) the firm will choose \( a = 1 \) for any contract.

Let \( D^* \) be the break-even debt repayment if \( a = 0 \). Suppose that \( D^* < 1/2 \). Then if the bank offers the ‘naive’ contract, \( D^* \), the firm will optimally choose \( a = 1 \). The gain to the firm is the reduction in expected payment:

\[ x = E[R|0] - E[R|1] = \frac{D^{*2}}{2} (D^* - 1)^2 > 0. \]

The cost to the lender is given by the reduction in expected repayment and the increase in expected verification costs:

\[ y = E[R|0] - E[R|1] + \gamma [F(D^*|1) - F(D^*|0)]. \]

The net cost of increasing \( a \) is \( y - x = \gamma [F(D^*|1) - F(D^*|0)]. \) Substituting, we have that

\[ y - x = \gamma [F(D^*|1) - F(D^*|0)] = \gamma 2D^*(D^* - 1)(D^* - 1/2) > 0. \]
(This also establishes that $y > 0$.)

So, we have shown that an action that increases the variance, but not the mean of the cash flow can lead not just to transfer of risk between the parties, but to net total cost as well. The reason is that this action leads to even worse asymmetric information, which increases the verification costs, which is a pure deadweight loss. This effect will be even stronger if the mean of the cash flow is reduced, too.

The bank that anticipates risk-shifting ($a = 1$) will have to increase average repayment by more than $y$ because the new debt contract will involve more verification. This involves even larger deadweight loss.
E State contingent covenant design

Up to now the only stochastic element of the analysis is the realization of the random signal $z$. However, in most contracts, stochastic events exogenous to the contract (onset of a recession, for example) can affect the probability of the covenant binding. If these events are observable and verifiable, it will be welfare-improving to condition the contract (and the covenant triggers in particular) on their outcome.$^1$

We modify our model minimally by assuming that an observable aggregate shock occurs between the planning period (signing of the contract) and the implementation period. The shock $i$ can take two values “up” ($u$) and “down” ($d$) with probability $\pi_i$. The shock $i$ affects the firm’s revenues ($W_i$) and the maximum amount available for repayment ($R_i$); the distribution of the signal $z$ is affected by the action $a$ and the shock $i - F(z|a, i)$. Moreover, the cash flow in different states of the world must be weighed differently with the appropriate state prices $p_i$.

Now in general the contract will consist of six variables: two different covenant triggers $\tilde{z}_i$ and payments conditional on the state of the economy and whether the covenant is broken or not $D_{i,1}$, $D_{i,2}$.

For ease of exposition, we assume the timing assumption that the firm must take the action before the state of the economy is observed. $^2$

Given a contract, the return to the firm from the action $a$ is given by:

$$\sum_i \pi_i p_i [F(\tilde{z}_i|a, i)(W_i - D_{i,1}) + (1 - F(\tilde{z}_i|a, i))(W_i - D_{i,2})] + \chi_r(a). \tag{E.1}$$

The following inequality is the bank’s break-even constraint in this environment.

$$\sum_i \pi_i p_i [F(\tilde{z}_i|a, i)D_{i,1} + (1 - F(\tilde{z}_i|a, i))D_{i,2}] \geq I + \sum_i \pi_i p_i F(\tilde{z}_i|a, i)c. \tag{E.2}$$

If the optimal action in the contract is $a = s$, then the following incentive constraint must hold in

$^1$In our discussion we will interpret these events as changes in macroeconomic conditions. In fact any verifiable event may be a clause in the contract, such as industry-specific shocks.

$^2$It is straightforward to analyze the model with alternate timing assumption: the firms can observe the state of the economy before deciding on the action. In this case there will be a separate incentive constraint for each state. Though the details are different, we obtain results similar to proposition E.2.
expectation:
\[ \sum_i \pi_i p_i (F(\tilde{z}_i | r, i) - F(\tilde{z}_i | s, i))(D_{i,1} - D_{i,2}) \geq x. \] (E.3)

Suppose (E.2) is not binding. Then it would be feasible to reduce \( D_{i,2} \), which will keep the incentive constraint (E.3) satisfied and increase the firm’s payoff. Therefore at the optimum (E.2) is binding. Then we can see that the optimal contract solves the following problem:

\[
\max \sum_i \pi_i p_i W_i - I - \sum_i \pi_i p_i F(\tilde{z}_i | i, s)c
\] (E.4)

subject to constraints (E.2) and (E.3).

**Proposition E.1** At the equilibrium contract, the bank’s break-even constraint (E.2) and the incentive constraint (E.3) are binding. \( D_{i,1} = R_i \).

If there are covenants for both \( u \) and \( d \) states, then the optimal contract satisfies the following:

\[
\left[ (g_u(\tilde{z}_u) - 1) \frac{1 - F(\tilde{z}_u | s, u)}{F(\tilde{z}_u | r, u) - F(\tilde{z}_u | s, u)} + 1 \right] (R_u - D_{u,2}) = \left[ (g_d(\tilde{z}_d) - 1) \frac{1 - F(\tilde{z}_d | s, d)}{F(\tilde{z}_d | r, d) - F(\tilde{z}_d | s, d)} + 1 \right] (R_d - D_{d,2})
\]  

(E.5)

\[
\frac{F(\tilde{z}_u | r, u) - F(\tilde{z}_u | s, u)}{1 - F(\tilde{z}_u | s, u)} = \frac{F(\tilde{z}_d | r, d) - F(\tilde{z}_d | s, d)}{1 - F(\tilde{z}_d | s, d)},
\] (E.6)

where \( g_i(z) = f(z | r, i)/f(z | s, i) \).

**Proof of Proposition E.1.** The proof that the break-even constraint and the incentive constraint bind and that \( D_{i,1} = R_i \) is identical to the deterministic case.

Attach multipliers \( \mu \) and \( \lambda \) to the incentive constraint and (E.2) respectively. If \( \mu = 0 \), then it would be optimal to set \( \tilde{z}_u \) and \( \tilde{z}_d \) to their lower bounds, which will contradict the incentive constraint, therefore \( \mu > 0 \). We take first-order conditions with respect to \( \tilde{z}_i \):

\[-\pi_i p_i f(\tilde{z}_i | i, s)c + \mu \pi_i p_i (f(\tilde{z}_i | r, i) - f(\tilde{z}_i | s, i))(D_{i,1} - D_{i,2}) + \lambda \pi_i p_i f(\tilde{z}_i | s, i)(D_{i,1} - D_{i,2} - c) = 0.\]
Some manipulation implies:

$$[D_{i,1} - D_{i,2}] \left[ \frac{\mu}{\lambda}(g_i(\tilde{z}_i) - 1) + 1 \right] = \left( 1 + \frac{1}{\lambda} \right) c,$$

(E.7)

where \( g_i(\tilde{z}_i) \equiv f(\tilde{z}_i|r, i)/f(\tilde{z}_i|s, i) \) is the likelihood ratio.

Now take FOCs with respect to \( D_{i,1} \) to see that

$$\frac{dL}{dD_{i,1}} = \pi_i p_i \left[ \mu (F(\tilde{z}_i|r, i) - F(\tilde{z}_i|s, i)) + \lambda F(\tilde{z}_i|s, i) \right] \geq 0.$$

Therefore, \( D_{i,1} = R_i \). If \( D_{i,2} = R_i \) for some \( i \), it will be optimal to set \( \tilde{z}_i \) to its lower bound. So \( D_{i,2} < R_i \) for \( i = u, d \). Now, the same with respect to \( D_{i,2} \):

$$\pi_i p_i \left[ -\mu (F(\tilde{z}_i|r, i) - F(\tilde{z}_i|s, i)) + \lambda (1 - F(\tilde{z}_i|s, i)) \right] = 0.$$

Using the fact that \( \tilde{z}_i \) is greater than its lower bound,

$$\frac{\mu}{\lambda} = \frac{1 - F(\tilde{z}_i|s, i)}{F(\tilde{z}_i|r, i) - F(\tilde{z}_i|s, i)}.$$

(E.8)

The fact that (E.8) must hold for \( i = u, d \) implies condition (E.6). Plugging (E.8) in (E.7) implies condition (E.5). ■

Notice that probabilities and state prices do not enter into the first-order conditions. The reason is that they enter symmetrically in the objective function, the bank’s break-even constraint, and the incentive constraints.

The optimal contract must satisfy this system of equations; if the solution is unique these conditions are also sufficient. For tractability, we will concentrate on linear densities. We can always normalize the signal, so without loss of generality we assume that the support of \( z \) is always \([0, 1]\). Then the pdf is completely pinned down by its slope. Let the relevant slope be \( \alpha_{ai} \) where \( a \)
is the firm’s action and \( i \) is the state of the economy. Then the density is given by:

\[
    f(z|a, i) = 1 - \frac{\alpha_{ai}}{2} + \alpha_{ai}z,
\]

and the CDFs:

\[
    F(z|a, i) = \left(1 - \frac{\alpha_{ai}}{2}\right) z + \frac{\alpha_{ai}}{2} z^2.
\]

A downturn will have two effects. First, it will make lower value of the signal \( z \) unconditionally more likely; second, the correlation between the firm’s action and the signal \( z \) will decrease. The first effect is captured by \( \alpha_{sd} < \alpha_{su} \); the second by \( \alpha_{sd} - \alpha_{rd} < \alpha_{su} - \alpha_{ru} \).

We can easily characterize the two extremes.

**Proposition E.2** If \( \alpha_{sd} < \alpha_{su} \) and \( \alpha_{sd} - \alpha_{rd} = \alpha_{su} - \alpha_{ru} \), then \( \tilde{z}_d < \tilde{z}_u \). If, on the other hand, there are covenants in both states, \( \alpha_{sd} = \alpha_{su} \) and \( \alpha_{sd} - \alpha_{rd} < \alpha_{su} - \alpha_{ru} \), then \( \tilde{z}_d > \tilde{z}_u \).

**Proof of Proposition E.2.** We know that equation (E.6) is necessary. It can be rewritten as:

\[
    \frac{1}{\tilde{z}_u} + \frac{\alpha_{su}}{2} = \frac{1}{\tilde{z}_d} + \frac{\alpha_{sd}}{2}.
\]

Denote the ratio \( q = (\alpha_{su} - \alpha_{ru})/(\alpha_{sd} - \alpha_{rd}) \). \( q \) is a measure of the informativeness of the signal \( z \) in upturns relative to downturns. Then

\[
    \frac{1}{\tilde{z}_u} - \frac{1}{\tilde{z}_d} = (q - 1) \frac{1}{\tilde{z}_d} + q \frac{\alpha_{sd}}{2} - \frac{\alpha_{su}}{2}.
\]

The first case corresponds to \( q = 1 \) and \( \alpha_{sd} < \alpha_{su} \). Then the equation above implies that \( \tilde{z}_d < \tilde{z}_u \).

In the second case, \( q > 1 \) and \( \alpha_{sd} = \alpha_{su} \). Therefore,

\[
    \frac{1}{\tilde{z}_u} - \frac{1}{\tilde{z}_d} = (q - 1) \left( \frac{1}{\tilde{z}_d} + \frac{\alpha_{sd}}{2} \right).
\]

Since \( 1/\tilde{z}_d > 1 \) and \( \alpha_{sd} \in [-2,2] \), the equation above implies that \( \tilde{z}_u < \tilde{z}_d \).

In the first case, the optimal covenant is looser in bad times. The covenant is equally informative.
in bad and good times; however, if we set the covenant trigger at the same level it would be violated more often during bad times. So, the incentive effect is “more expensive” during bad times.

In the second case, since the signal is less effective in the downturn, it must be used more heavily, \textit{if it is used at all}.

Therefore, we see that the two effects go in different directions: if the signal-to-noise ratio decline is more important, the covenant triggers must be stricter in bad times. On the other hand, if the general worsening of financial ratios is more important, covenant triggers will be looser.

Thus we show that it would be optimal to condition the debt contract (and the covenants) on publicly observed macroeconomic conditions. However, even in a simple model, predictions on the optimal covenant strictness are extraordinarily sensitive with respect to the distribution of the signal $z$. If information about the conditional distribution of the signal over the business cycles is not reliable, the robust optimal contract may ignore the aggregate shock.
Alternative Renegotiation Assumption

In this appendix, we will explore alternative specifications for the renegotiation process. In the main body of the paper, we assume that after signing a contract with the bank, the firm cannot borrow from other banks, or refinance the due loan with other lenders. As a result, the bank obtains monopoly power in the event of a covenant violation. Here we relax this assumption. We show that the main results of the paper remain unchanged.

We assume that in case of a covenant violation, the original lender has the right to demand repayment of the face value of the loan. The firm can contract with another lender, as long as it repays the original loan $D$ and the renegotiation cost $c^3$: in other words the loan can be refinanced. There is a mass of outsider banks which are perfectly competitive. Since the cost to the lender $y$ of action $r$ is determined by the reduced probability of being repaid, then the cost of risk shifting is borne by the ultimate holder of the loan (that is the bank that refinanced the loan if it was refinanced.) Finally, we assume that the firm type $x$ is known.

When the principal cannot commit, the optimal equilibrium involves mixed strategies (see, for example, Bester and Strausz (2001)). Similarly, we will consider the more general case of mixed strategies: the firm chooses the probability $p$ of action $a = r$.

Since the firm may have risk-shifted, the outside bank, even if competitive, demands repayment larger than $D + c$. They offer the following payment to the firms:

$$D_r = D + c + \text{Prob}(a = r|z)y.$$  

$D + c$ is the amount paid to the current lender and $\text{Prob}(a = r|z)y$ is the expected value of the loss of the bank from risk-taking. Since the renegotiation occurs after the signal $z$ has been observed: (1) the signal $z$ is informative of the probability that risk-taking had occurred and (2) it will be used to price the new payment.

---

3 This assumption simplifies the mathematics but has no bearing on the results.
\( \text{Prob}(a = r | z) \) is given by Bayes theorem:

\[
\text{Prob}(a = r | z) = \frac{\bar{p} f(z| r)}{(1 - \bar{p}) f(z| s) + \bar{p} f(z| r)},
\]

where \( \bar{p} \) is the (ex ante) belief that the firm risk-shifted. In equilibrium the outside bank’s ex ante beliefs are correct, so \( p = \bar{p} \).

Then the outside banks offer to swap existing debt with violated covenants for straight debt with no covenants\(^4\) and the following face value:

\[
D_r(z) = D + c + \frac{\bar{p} f(z| r)}{(1 - \bar{p}) f(z| s) + \bar{p} f(z| r)} y.
\]

The existing debt holder is constrained by the outside banks when it renegotiates. So \( D(z) \leq D_r(z) \). We also know that \( D(z) \leq R \), since the bank cannot demand more than what the firm will eventually get. Then \( D(z) \leq \min\{D_r(z), R\} \). We will assume that \( D_r(z) \leq R \) always. Since the bank cannot commit to renegotiation behavior at the start, it will extract as much as possible, so \( D(z) = D_r(z) \).

Then the firm’s payoff for a given contract \((D, \hat{z})\) and bank belief \( \bar{p} \) is given by:

\[
\pi(p) = R - D + px - p \int_0^{\hat{z}} (D_r(z) - D) f(z| r) dz - (1 - p) \int_0^{\hat{z}} (D_r(z) - D) f(z| s) dz.
\]

If \( p = \bar{p} = 1 \), the loan with covenants is dominated by the loan \((I + y, \emptyset)\). On the other extreme, suppose that \( \bar{p} = 0 \). In this case, he outside firms always offer \( D_r = D + c \). Then the firm’s payoff is given by:

\[
\pi(p) = R - D + p(x - (F(\hat{z}| r) - F(\hat{z}| s))c) - F(\hat{z}| r)c.
\]

Since \( x > c \), and \( F(\hat{z}| r) - F(\hat{z}| s) < 1 \) the firm has an incentive to set \( p = 1 \), that is risk-shift. But then this is a contradiction! So, if the outside banks believe that the firm does not risk-shift, then they will not pay attention to the signal \( z \) and will offer low rates to switch; as a result the firm’s payment does not depend on its action, so it will always risk-shift. Since the outside banks are

\( ^4 \)In our model there is a single decision to risk-shift, so there is no need for covenants on the new debt. In actuality, the new lenders may be concerned with future risk-shifting, so they may demand covenants on the new debt.
rational, they do not entertain this belief in the first place.

So, in equilibrium \( p \in (0, 1) \). A player will randomize between different actions only if they give him the same payoff. So, \( \pi(0) = \pi(p) = \pi(1) \). This implies that \( \pi'(p) = 0 \). It is straightforward to show that this is equivalent to:

\[
x = \int_0^{\bar{z}} \left[ c + \frac{\bar{p} f(z|s) + pf(z|r)}{(1 - \bar{p})f(z|s) + \bar{p} f(z|r) + y} \right] (f(z|r) - f(z|s)) \, dz. \tag{F.1}
\]

This equation implicitly pins down \( p \) and \( \bar{p} \). The maximum of the expression on the right is \((c + y)(F(z^*|r) - F(z^*|s))\), where \( z^* \) is defined by \( f(z^*|r) = f(z^*|s) \). Then a necessary condition for an equilibrium with covenants is that

\[
x < (c + y)(F(z^*|r) - F(z^*|s)).
\]

As long as the condition above is satisfied, there are some bounds \( \underline{z}, \bar{z}, \underline{z} < z^* < \bar{z} \leq 1 \), such that equation (F.1) has a unique solution \( p(z) \) that is decreasing on \([\underline{z}, z^*]\) and increasing on \([z^*, \bar{z}]\) and \( p(z) \in [0, 1] \).

**Lemma F.1** There exists some \( \underline{z}, \bar{z}, \underline{z} < z^* < \bar{z} \leq 1 \), such that equation (F.1) has a unique solution \( p(z) \in [0, 1] \) and \( p(z) \) is continuous, decreasing on \([\underline{z}, z^*]\) and increasing on \((z^*, \bar{z}]\).

**Proof.** Let the right-hand side of equation (F.1) be denoted \( h(\bar{p}, \bar{z}) \).

\[
h'_p(\bar{p}, \bar{z}) = \int_0^{\bar{z}} \left[ \frac{f(z|s)f(z|s)}{\left((1 - \bar{p})f(z|s) + \bar{p} f(z|r)\right)^2} \right] (f(z|r) - f(z|s)) \, dz.
\]

It is straightforward to show that \( h'_p(\bar{p}, \bar{z}) \) is minimized at \( \bar{p} = 1 \), so

\[
h'_p(\bar{p}, \bar{z}) \geq \int_0^{\bar{z}} \left[ \frac{f(z|s)}{f(z|r)} \right] (f(z|r) - f(z|s)) \, dz, \forall \bar{p} \in [0, 1], \bar{z} \in [0, 1].
\]

The expression on the right is positive and strictly increasing on \((0, z^*)\) and strictly decreasing on \((z^*, 1]\). Let

\[
\bar{z} = \sup \left\{ z \in [0, 1] : \int_0^{z} \left[ \frac{f(z|s)}{f(z|r)} \right] (f(z|r) - f(z|s)) \, dz \geq 0 \right\}.
\]
It is obvious that $\bar{z} > z^*$. 

Set $\bar{z}$ by

$$\bar{z} = \inf \left\{ z \in [0, 1] : \int_0^{\bar{z}} \left[ c + \frac{f(z|r)}{f(z|r)} y \right] \left( f(z|r) - f(z|s) \right) dz - x \geq 0 \right\}$$

Clearly, $0 < \bar{z}$ and the assumption we made implies that $\bar{z} < z^*$. Equation (F.1) has a unique solution $\bar{p} = 1$ at $\bar{z}$.

Since $h_\bar{p}'(\bar{p}, \bar{z}) > 0$ on $(0, \bar{z})$ and $h_z'(\bar{p}, \bar{z}) > 0$ for $z \in (0, z^*)$ and $h_z'(\bar{p}, \bar{z}) < 0$ for $z \in (z^*, \bar{z})$, the implicit function theorem is applicable and all the results follow from it. ■

Then the bank’s break-even constraint is:

$$D + \int_0^{\bar{z}} (D_r(z) - D - c) [p(\bar{z}) f(z|r) + (1 - p(\bar{z})) f(z|s)] dz \geq I + p(\bar{z}) y. \quad \text{(F.2)}$$

The equilibrium contract maximizes the firm’s payoff subject to break-even and incentive constraints. Since $D$ can be adjusted up or down without affecting the incentive constraints, in equilibrium the break-even constraint holds with equality. Therefore, the firm’s payoff is given by

$$OF(\bar{z}) = R - I - [p(\bar{z})F(\bar{z}|r) + (1 - p(\bar{z}))F(\bar{z}|s)]c - p(\bar{z})(y - x). \quad \text{(F.3)}$$

Since $p(\bar{z}, F(\bar{z}|a)$ are increasing on $[z^*, \bar{z})$, $OF(z^*) > OF(\bar{z})$ if $\bar{z} > z^*$. So, if covenants are used, $\bar{z} \in [0, z^*]$.

Therefore, the mechanism outlined in the main body of the paper is still operative even in the presence of refinancing.
Estimation of Restatement Frequency

Financial statements are noisy indicators of the firms underlying state. A measure of this noise is the likelihood that financial statements are restated due to errors or irregularities in the accounting numbers. In this appendix, we compute the frequency of restatements in a comprehensive sample of US public firms.

Data and Analysis  We select all US public firms with greater than $10 million in inflation-adjusted total assets (base year=2000) from the Compustat database. We further require that the included firm-years have a share code of 10 or 11 in the CRSP database to restrict our analysis to a clean sample of ordinary common shares. Specifically, this restriction excludes certificates, ADRs (American Depository Receipts), SBIs (Shares of Beneficial Interest), units, closed-end funds, REITs, etc. from our sample. This results in a sample of 65,253 firm years over 12 years from 2000 to 2012.

We next merge this comprehensive sample of US public firms with the Audit Analytics Advanced Non-Reliance restatement database. In comparison to other restatement databases (for example, from the US General Accounting Office (GAO) or the Securities Exchange Commission (SEC)), the Audit Analytics (AA) database is not only more comprehensive in its coverage, but also more useful as it indicates the specific fiscal quarters and years affected by each restatement. Moreover, the AA database excludes technical restatements such as those after a merger, discontinued operation, or changes in accounting principles that are unrelated to noise or misreporting ((Lobo and Zhao (2013)). Our sample begins in 2000 as Audit Analytics firm identifiers required to merge the Audit Analytics and the Compustat databases are unavailable prior to 2000.

We mark firm-years in the comprehensive, cleaned Compustat database that were disclosed to have misstated financial reports using the RES_BEGIN_DATE and RES_END_DATE variables provided for each restatement in Audit Analytics. Table G.1 presents an annual breakdown of restatement frequency amongst US public firms during our sample period.

Our sample contains 7,780 unique firms. Of these, a startling 40.54% (3,154 firms) restate their financial statements at least once during our sample period from 2000 to 2012. This simple analysis
<table>
<thead>
<tr>
<th>Year</th>
<th>Restated Firms</th>
<th>Total Firms</th>
<th>Percent stated</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>727</td>
<td>6,538</td>
<td>11.12%</td>
</tr>
<tr>
<td>2001</td>
<td>930</td>
<td>5,920</td>
<td>15.71%</td>
</tr>
<tr>
<td>2002</td>
<td>1,085</td>
<td>5,616</td>
<td>19.32%</td>
</tr>
<tr>
<td>2003</td>
<td>1,119</td>
<td>5,464</td>
<td>20.48%</td>
</tr>
<tr>
<td>2004</td>
<td>1,179</td>
<td>5,377</td>
<td>21.93%</td>
</tr>
<tr>
<td>2005</td>
<td>969</td>
<td>5,296</td>
<td>18.30%</td>
</tr>
<tr>
<td>2006</td>
<td>777</td>
<td>5,119</td>
<td>15.18%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Restated Firms</th>
<th>Total Firms</th>
<th>Percent stated</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>620</td>
<td>4,929</td>
<td>12.58%</td>
</tr>
<tr>
<td>2008</td>
<td>524</td>
<td>4,667</td>
<td>11.23%</td>
</tr>
<tr>
<td>2009</td>
<td>547</td>
<td>4,459</td>
<td>12.27%</td>
</tr>
<tr>
<td>2010</td>
<td>520</td>
<td>4,260</td>
<td>12.21%</td>
</tr>
<tr>
<td>2011</td>
<td>435</td>
<td>4,018</td>
<td>10.83%</td>
</tr>
<tr>
<td>2012</td>
<td>243</td>
<td>3,590</td>
<td>6.77%</td>
</tr>
<tr>
<td>2013</td>
<td>243</td>
<td>3,590</td>
<td>6.77%</td>
</tr>
</tbody>
</table>

Table G.1: Restatement frequency in US public firms by year

illustrates that financial statements on which covenants are based maybe misstated, and thus less reliable, in a significant proportion of cases. We note that the high percentage of restatements understates the true level of noise in financial statements as not all accounting irregularities or errors are caught and reported and firms have considerable discretion to manipulate earnings using accrual or real earnings management without violating accounting rules that would necessitate a restatement. (Dechow, Ge, and Schrand (2010)).
H  Additional Proofs

Before proving lemma 1, we need a technical result:

**Lemma H.1** Let $A$ be any Borel-measurable set $A \subseteq [z_a, z_b]$. Define set $A' = [z_a, z']$, where $z'$ is the unique solution of the equation $F(z'|s) = \text{Prob}(A|s)$. Then for all positive constants $k_1, k_2$, $k_1 \text{Prob}(A'|r) - k_2 \text{Prob}(A'|s) \geq k_1 \text{Prob}(A|s) - k_2 \text{Prob}(A|r)$. Moreover, if $\text{Prob}(A \triangle A'|s) > 0$, then the inequality is strict.

**Proof.** Consider the problem:

$$\sup_{m(z)} \int_{z_a}^{z_b} m(z) [k_1 f(z|r) - k_2 f(z|s)] dz$$

$m(z) \in [0, 1], m(z)$ is a measurable function

A necessary condition for this problem is that the Gateaux derivative satisfies:

$$k_1 f(z|r) - k_2 f(z|s) \begin{cases} \geq 0 & \text{if } m(z) = 1 \\ = 0 & \text{if } m(z) \in (0, 1) \\ \leq 0 & \text{if } m(z) = 0. \end{cases}$$

Then $m(z) = 1$ if $g(z) > k_2/k_1$ and $m(z) = 0$ if $g(z) < k_2/k_1$. MLRP implies that $m(z) = 1$ for $z \in [z_a, \hat{z})$ and $m(z) = 0$ for $z \in (\hat{z}, z_b]$, where $g(\hat{z}) = k_2/k_1$ is unique.

There will be three cases to consider, depending on the relationship of $\text{Prob}(A|s)$ and $F(\hat{z}|s)$.

First, assume that $\text{Prob}(A|s) < F(\hat{z}|s)$. We consider the following problem:

$$\sup_{m(z)} \int_{z_a}^{z_b} m(z) [k_1 f(z|r) - k_2 f(z|s)] dz$$

subject to $\int_{z_a}^{z_b} m(z) f(z|s)dz \leq \text{Prob}(A|s)$

$m(z) \in [0, 1], m(z)$ is a measurable function.

If we add the constraint that $m(z) \in \{0, 1\}$, we will be looking at the set $A'$ that maximizes $k_1 \text{Prob}(A'|r) - k_2 \text{Prob}(A'|s)$, subject to the constraint. We show that at the optimum $m(z)$ is
This is a convex programming problem with a nonempty, open constraint set, so by Theorem 1 in Luenberger (1969), page 217, there exists some \( \lambda \geq 0 \) such that the optimal solution maximizes:

\[
L(m(z), \lambda) = \int_{z_a}^{z_b} m(z)[k_1 f(z|r) - k_2 f(z|s)]dz - \lambda \int_{z_a}^{z_b} m(z)f(z|s)dz.
\]

\( \lambda = 0 \) is impossible, since it would be then optimal to set \( m(z) = 1 \) a.s. if \( z \leq \hat{z} \) and zero otherwise, so the constraint cannot be satisfied.

We take Gateaux derivatives, and we know that necessary conditions for optimality are the following:

\[
D_{m(z)}L(m(z), \lambda) = k_1 f(z|s) - k_2 f(z|s) - \lambda f(z|s) \begin{cases} 
  \geq 0 & \text{if } m(z) = 1 \\
  = 0 & \text{if } m(z) \in (0, 1) \\
  \leq 0 & \text{if } m(z) = 0.
\end{cases}
\]

MLRP implies that either \( D_{m(z)}L > 0 \) for all \( z \in [z_a, z_b] \), \( D_{m(z)}L < 0 \) for all \( z \in (z_a, z_b) \), or \( D_{m(z)}L > 0 \) for all \( z \in [z_a, z'] \) and \( D_{m(z)}L < 0 \) for all \( z \in (z', z_b) \). The first case is inconsistent with the constraint; the second case contradicts the assumption for \( \text{Prob}(A) \). So at the optimum \( m(z) = 1 \) for \( z \in [z_a, z'] \) and \( m(z) = 0 \) for \( z \in (z', z_b) \). The condition that \( F(z'|s) = \text{Prob}(A'|s) \) follows from the binding constraint. This proves the statement for all sets \( A \) such that \( \text{Prob}(A'|s) < \text{Prob}([z_a, \hat{z}]|s) \).

When \( \text{Prob}(A|s) > F(\hat{z}|s) \), the proof is handled similarly, but the constraint is \( \int_{z_a}^{z_b} m(z)f(z|s)dz \geq \text{Prob}(A|s) \). Finally, in the case of inequality, we solve the unconstrained problem.

The last part of the proof follows from the fact that a necessary condition for the maximization is that the condition above holds a.s. ■

**Lemma H.2** Suppose that the firm type \( x \) is known and that the action recommendation is \( a = s \). If the constraint set is nonempty, there exists an optimal contract. Moreover, at the optimum, \( A = [z_a, z^*] \), \( D = R - x/H(z^*) \), where \( H(z) = F(z|r) - F(z|s) \) and \( z^* \) is the smallest \( z \) such that \( R - (1 - F(z|s))x/H(z) \geq I + F(z|s)c \). At the optimum, the inequality binds.
**Proof.** The proof is in 4 steps.

1. Without loss of generality, we impose the additional restriction that $A = [z_a, \tilde{z}]$ for some $\tilde{z}$.

   Take any contract that satisfies incentive compatibility and bank’s break-even condition. Then by lemma H.1, if we set $A' = [z_a, z']$ where $F(z'|s) = \text{Prob}(A|s)$, the expected payment by the firm is the same as before, the bank still breaks even, and the incentive constraint is (weakly) strengthened. Rewriting the incentive constraint for $A = [z_a, \tilde{z}]$, we get the following form of the incentive constraint:

   $$ (R - D)H(z) - x \geq 0. $$

2. The incentive constraint is binding.

   Take an arbitrary contract $([z_a, \tilde{z}], D)$ such that the incentive constraint is not binding. Define $D(z)$ implicitly by:

   $$ F(z|s)R + (1 - F(z|s))D(z) = F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D. $$

   $D(z)$ is well-defined and strictly decreasing in $z$. Define $v(z)$ by:

   $$ v(z) = (R - D(z))H(z) - x. $$

   The contract $([z_a, z], D(z))$ will be incentive-compatible if and only if $v(z) \geq 0$. By assumption $v(\tilde{z}) > 0$ and $v(0) = -x < 0$. $v$ is continuous, so $\tilde{z}' = \min\{z : v(z) \geq 0\}$ is well-defined. The contract $([z_a, \tilde{z}'], D(\tilde{z}'))$ satisfies incentive compatibility, keeps the firm as well off as before and relaxes the break-even constraint.

3. The break-even constraint is binding. From 1 and 2, we know that $A = [z_a, \tilde{z}]$ and $D = R - x/H(\tilde{z})$. Let $v_2(z)$ be the expected payment by the firm, and $v_3(z)$ be the expected profit by the bank:

   $$ v_2(z) = R - (1 - F(\tilde{z}|s))\frac{x}{H(\tilde{z})}. $$
\[ v_3(z) = v_2(z) - I - F(\tilde{z}|s)c. \]

Assume that for some contract \( v_3(\tilde{z}) > 0 \). Clearly, \( \lim_{z \to z_a} v_2(z) = -\infty \), therefore \( \lim_{z \to z_a} v_3(z) = -\infty \). Then from continuity of \( v_3 \) for some \( z' \in (z_a, \tilde{z}) \), \( v_3(z') = 0 \). If \( v_2(z') \geq v_2(\tilde{z}) \), then \( v_3(z') > v_3(\tilde{z}) > 0 \); so \( v_2(z') < v_2(\tilde{z}) \). Thus we reduced the firm’s expected payment and kept all the constraints, which is a contradiction.

4. There exists some \( \tilde{z} > z_a \) such that \( R - x(1 - F(z|s))/H(z) < I + F(z|s)c \) for all \( z \in (z_a, \tilde{z}] \).

Clearly \( \lim_{z \to z_a} (1 - F(z|s))/H(z) = \infty \), so there exists some \( \tilde{z} \) such that for all \( z_a < z \leq \tilde{z} \), \( (1 - F(z|s))/H(z) > (R - I)/x \). Then clearly for all \( z_a < z \leq \tilde{z} \), \( R - x(1 - F(z|s))/H(z) < I < I + F(z|s)c \).

5. An optimum contract exists if the constraint set is nonempty.

In part 3 of the proof, we show that if a contract does not satisfy the break-even condition, then we can strictly reduce the firm’s expected payment. If a contract does not satisfy 1 or 2, then we can find a variation that relaxes the break-even condition and keeps the firm’s payment constant; since this implies that further modification of the contract will reduce the firm’s expected payment this is a contradiction. Therefore 1 and 2 are necessary conditions. Then 1, 2, and 3 imply that \( A = [z_a, \tilde{z}] \), \( D = R - x/H(\tilde{z}) \), and \( \tilde{z} \) is such that \( v_3(\tilde{z}) = 0 \).

Condition 3 implies that expected payment by the firm is \( I + F(\tilde{z}|s)c \), so it is optimal to choose the lowest \( \tilde{z} \) such that \( v_3(\tilde{z}) = 0 \). Condition 4 implies that such smallest \( \tilde{z} \) exists.

Lemma H.3 For any \( z \in [z_a, z_b] \),

\[
\frac{1 - F(z|s)}{f(z|s)} \geq \frac{1 - F(z|r)}{f(z|r)}
\]

and the inequality is strict if \( z \neq z_b \).
Proof. For any $z$, we have that

$$1 - F(z|s) = \int_z^{z_b} f(w|s) dw = \int_{w}^{z_b} f(w|r) \frac{f(w|s)}{f(w|r)} dw \geq \int_{z}^{z_b} f(w|r) \frac{f(z|s)}{f(z|r)} dw = (1 - F(z|r)) \frac{f(z|s)}{f(z|r)}.$$

(The inequality follows from the fact that $z$ satisfies MLRP.) Strict MLRP implies that the inequality is strict if $z < z_b$. Rearranging, we get the desired result. □

Proof of lemma 1. Suppose $(A, D)$ satisfies the constraints. Define $\tilde{z}$ by $F(\tilde{z}|s) = \text{Prob}(A|s)$. By lemma H.1, switching to contract $([z_a, \tilde{z}], D)$ does not affect the objective function and (5) and (weakly) strengthens (6).

Next, we show that if one or both of the constraints are slack, there is a variation that will increase the objective function.

1. $\tilde{z} < z_b$.

   If, on the contrary, $\tilde{z} = z_b$, the contract $([z_a, z], 0)$ will satisfy all the constraints for some $z$ sufficiently close to $z_b$ and it will increase the objective function.

2. Assume both constraints are slack. Then we can reduce $D$ until some constraint binds and lower the objective function.

3. Assume that (6) is slack and (5) is binding. $\tilde{z} = z_a$ will be impossible, since then (5) will be slack. Then it will be possible to reduce $\tilde{z}$ and change $D$ in a way to keep both the constraints satisfied. From the binding (5) constraint, it follows that the objective function is $W - I - F(\tilde{z}|s)c$. Then the objective function will be increased by the variation.

4. Finally, assume that (5) is slack and (6) is binding. Consider increasing $z$ and decreasing $D$.

   From the implicit function theorem applied to (6), we get that:

$$\frac{dD}{d\tilde{z}} = -\frac{f(\tilde{z}|r)(R - D)}{1 - F(\tilde{z}|r)}.$$
Then the change in expected payment from this variation is given by:

$$(R - D) \left[ f(\tilde{z}|s) - \frac{1 - F(\tilde{z}|s)}{1 - F(\tilde{z}|r)} f(\tilde{z}|r) \right].$$

We know that $D \leq R$ and that $D = R$ is impossible (both constraints would be slack), therefore $R - D > 0$. Lemma H.3 implies that the expression in the parenthesis is negative. Therefore this variation reduces the expected payment.

The objective function is clearly continuous in $D$ and $\tilde{z}$. To show the existence of an optimum it is sufficient to show that, without loss of generality, we can restrict $z, D$ to a compact set. From (5) and (6), we can ensure that

$$D \geq h(\tilde{z}) = \max \left\{ \frac{I + F(\tilde{z}|s)c - F(\tilde{z}|s)R}{1 - F(\tilde{z}|s)}, \frac{I + y}{1 - F(\tilde{z}|s)} \right\}.$$

From (6), and plugging in the objective function, we get that:

$$F(\tilde{z}|s)R + (1 - F(\tilde{z}|s))D \geq R[F(\tilde{z}|s) - F(\tilde{z}|r)] + \frac{1 - F(\tilde{z}|s)}{1 - F(\tilde{z}|r)} (I + y) \geq R[F(\tilde{z}|s) - F(\tilde{z}|r)] + \frac{f(\tilde{z}|s)}{f(\tilde{z}|r)} (I + y).$$

It follows that for $\tilde{z}$ sufficiently large, call it $z_1$, (5) will not be binding. However, we showed that if (5) is not binding, we can find a new allocation in which the constraints are binding and the objective function is reduced. Then without loss of generality, we can set the constraint set to be

$$M = \{(\tilde{z}, D) : \tilde{z} \in [z_a, z_1], D \in [h(\tilde{z}), R], (5), (6) \text{ are satisfied.}\}$$

$M$ is clearly compact, so P1 has a minimum. Moreover, at the minimum, the constraints cannot be slack, because we would be able to reduce the objective function if they were not.

Finally, assume that $(\tilde{z}, D)$ and $(\tilde{z}', D')$ are both solutions of the problem. Since all the constraints are binding, the value of the objective function is $I - F(\tilde{z}|s)c$, so $\tilde{z} = \tilde{z}'$. Since all the constraints are binding and strictly monotone in $D$, then $D = D'$. Therefore the solution of the problem is unique. ■
Now we introduce two technical lemmas for the proof of lemmas 2 and 3.

**Lemma H.4** Consider the problem $P_2'$:

\[
\begin{align*}
\inf_{m(z)} D + (R - D) \int_{z_a}^{z_b} m(z) f(z|s)dz & \quad (H.1) \\
\text{subject to} \int_{z_a}^{z_b} m(z)(f(z|r) - f(z|s)) = \frac{\hat{x}}{R - D} & \quad (H.2) \\
-D - (R - D) \int_{z_a}^{z_b} m(z)f(z|s)dz - a_2 \hat{x} \leq & \quad (H.3) \\
-I - ya_2 - c \int_{z_a}^{z_b} m(z)[a_1 f(z|s) + a_2 f(z|r)]dz - K \\ & \quad (H.4)
\end{align*}
\]

where, $a_1$, $a_2$, $D$ and $K$ are some constants such that $a_1 \geq 0, a_2 \geq 0, R - D > 0$ and the problem is feasible. Then at the optimum $m(z) = 1$ for $z \in [z_a, \bar{z})$ for some $\bar{z}$ and $m(z) = 0$ for $z \in (\bar{z}, z_b]$ for some $\bar{z}$.

**Proof.** As in lemma H.1, we can form the Lagrangian and take the first-order condition. If $\lambda$ is the multiplier to the first constraint and $\mu$ to the second, we have:

\[
R - D - \mu(R - D - ca_1) + (c\mu a_2 + \lambda)g(z) - 1 \begin{cases} 
\leq 0 & \text{if } m(z) = 1 \\
= 0 & \text{if } m(z) \in (0, 1) \\
\geq 0 & \text{if } m(z) = 0.
\end{cases}
\]

If $c\mu a_2 + \lambda \leq 0$, then $m(z) = 1$ for $z \in (\bar{z}, z_b]$ (for some $\bar{z}$) and $m(z) = 0$ for $z \in [z_a, \bar{z})$, which contradicts the incentive compatibility constraint. Then $c\mu a_2 + \lambda > 0$, so $m(z) = 1$ for $z \in [z_a, \bar{z})$ and $m(z) = 0$ for $z \in (\bar{z}, z_b]$.

**Lemma H.5** For the auxiliary problem $P2X$:

\[
p_2(x, K) = \inf_{A,D} \Prob(A^c|s)D + \Prob(A|s)R \\
\text{subject to } [\Prob(A|r) - \Prob(A|s)](R - D) = \hat{x} \\
D + [M(\hat{x})\Prob(A|s) + (1 - M(\hat{x}))\Prob(A|r)](R - D - c) \geq I + y[1 - M(\hat{x})] + K
\]
the solution is of the form \( A = [z_a, \tilde{z}] \), \( D = R - \hat{x}/H(\tilde{z}) \) and \( \tilde{z} \) is the smallest \( z \) solving the equation:

\[
R - \hat{x} \frac{1 - F(\tilde{z}|s)}{H(\tilde{z})} = I + (y - \hat{x})[1 - M(\hat{x})] + c[M(\hat{x})F(\tilde{z}|s) + (1 - M(\hat{x}))F(\tilde{z}|r)] + K,
\]

the solution contract minimizes the payment of the safe-playing firm, subject to the incentive constraint and the condition that the bank makes a profit of at least \( K \).

**Proof.** If we set \( a_1 = M(\hat{x}) \) and \( a_2 = 1 - M(\hat{x}) \), then lemma H.4 shows that for any feasible \( D \) it is optimal to set \( A = [z_a, \tilde{z}] \). Plugging in the incentive constraint and rearranging:

\[
\inf_{\tilde{z},D}(1 - F(\tilde{z}|s))D + F(\tilde{z}|s)R
\]

subject to \( H(\tilde{z})(R - D) = \hat{x} \)

\[
D + F(\tilde{z}|s)(R - D) \geq I + (y - \hat{x})[1 - M(\hat{x})] + c[M(\hat{x})F(\tilde{z}|s) + (1 - M(\hat{x}))F(\tilde{z}|r)] + K
\]

Then from the incentive constraint we immediately see that \( D = R - \hat{x}/H(\tilde{z}) \). Plugging this in the objective function:

\[
v(\tilde{z}) = R - \hat{x} \frac{1 - F(\tilde{z}|s)}{H(\tilde{z})}
\]

\[
v'(\tilde{z}) = \hat{x} \frac{f(z|s)[1 - F(z|s)] - f(z|s)[1 - F(z|r)]}{H(\tilde{z})^2} > 0
\]

where the last inequality follows from lemma H.3. So, the objective function is strictly decreasing if we decrease \( \tilde{z} \). It is easy to show that for \( \tilde{z} \) low enough the last constraint will not be satisfied, so it must be binding at the optimum. Finally, from the continuity of the constraint function, it follows that the set of \( \tilde{z} \) such that the constraint is satisfied is compact, so the minimum is attained.

\[\blacksquare\]
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